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ABSTRACT

We propose an adaptive activation function of neural netwotk classifier
for isolated handwritten digits that undergo basic transformations. The
utilised network is a backpropagation network with sigmoid and
arctangent activation functions. The performance of the network with
both activation functions is compared. The results show that the
network applying an adaptive activation function between layers
converged much faster when compared to non-adaptive actdvation
functions with 50% iteration reduction. In this study, we also present
experimental tesults of feature exttaction between Zernike and &
geometric for better feature representations. Results show that Zernike
features are better at representing isolated handwritten digits compared
to o-geometric features with accuracy of up to 87%.

Key words:  Handwritten Digit, zernike moments, 8-Geometric moments,
adaptive activation function

1.0 INTRODUCTION

character recognition system classifies membership of a digit in the
input image. There are several important processing steps between

®the acquisiion of input digit image and the output class
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membership decision. Genetally, it consists of preprocessing, feature
extraction, and classification (Figure 1).

1nput:
Tigit image
‘0

&9)

Preprocessing Classtfication

digit (0-9)

Fig. 1: Digits Recognition System

The system starts with the scanning of the text image and converting it into an
elactric signal (Cao, 1995). Generally, thete are two kinds of digits inside the
text: connected and isolated. This study focuses on the recognition of isolated
handwritten digits. The feature extracdon stage converts the input image into
faature vectors and removes redundancy from the data. Since each individual
tzas his/her own writing style, the input of handwritten digits will vary in style
and shape, and is subject to different types of distortion, such as scaling,
tianslation, and rotation. Feature vectors are calculated such that they have
sinall intraclass invatiance and larger interclass separation (Altuwijri and
Payoumi, 1994).

Farious approaches have been proposed by researchets to try to capture the
distinctive features of characters. They generally fall into global analysis and
ctructural analysis (Suen e @/, 1992). Global analysis techniques and points
distribution features includes template matching, moments, profile projection,
2arder chain-code histograms, mathematical transformations while structuaral
analysis techniques such as loops, end points, junction arcs, concavities and
convexities, etc. (Lam and Suen, 1988). Structural and topological features use
geometrical and structural properties to represent handwritten digits. They are
generally difficult to compute and often sensitive to small distortion. Global
analysis and point distribution features are generally less sensitive to distortion
and easier to compute (Ye, 2001). Moment functions (global analysis) are
studied by researchers around the world because the set of moments computed
from a digital image represents global characteristics of the image shape and
provides lots of information about the different types of geomettical features of
the image (Mukundan and Ramakrishnan, 1998). Various moment functions
have been introduced over the years. The most widely used moment functions
in research are geometric and Zernike moments. A study by (IKKhotanzad and
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Lu (1990) showed that Zernike features performed better than geometric
features with presence of noise. However, when using noiseless images, the
petformance is almost the same. Zakaria (1987) introduced a faster

computation method for geometric moments using d~method that use only the

soandary points of the image region. This study employs d-method for features
¢Xtraction and compares the accuracy of classification with Zernike moments
and also the geometric moments.

Tiie final step in most character recognition systems is to execute a decision
rul2. The decision rule can be implemented based on syntactical and statistical
d¢hniques. Many researchers have dedicated significant efforts to design
Cidssifiers over the past three decades. The classification procedures proposed
haced on these techniques include nearest neighbor classifiers (Chung ef al,
1998), relaxation matching (Lam and Suen, 1988), tree classifiers (Moret, 1982)
and model-based classifiers (Mitchel and Gillies, 1989). However, most
cornmonly used classifiers become optimal only when the amount of training
Gaa 1s very large, and feature statistics are perfectly known (Ye, 2001).
Developments in the field of neural networks have provided potential
altarnatives to the traditional techniques of pattern recognition (KKhotanzad and
L) 1990). The neural network approach offers capabilities for solving many
Atficult problems and has been shown to be very effective in handwritten
charucter classification. Multilayer perceptron (MLP) with standard back-
propagation (BP) algorithm is the most commonly used neural network
cipssifier in handwritten digits recognition and has proven to be better than
ether statistical classifiers such as Bayes, nearest neighbour and minimum-
iman-distance (Khotanzad and Lu, 1990; Chung ez @/, 1998; Agui ef al, 1991).
IHawever, it suffers from slow convergence during the network training phase,
wisch may be caused by the activation function and initial weights. The
activation function used in BP algorithm has significant impact on the
convergence of network training. This is because when the output approaches

to either of the extreme values of 0 or 1, the value of the detivative diminishes
producing a very small back-propagated etror signal resulting in a very small
weight change. Thus the output can be maximally wrong without producing
any significant weight change. This study applies the adaptive activation
function which incorporates the arctangent function between mput and hidden
layer, and the sigmoid logistic function between hidden and output layer. The
comparisons are made between network applying adaptive activation function
and sigmoid logistic function in terms of network convergence and accuracy of
classification.
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I'ig. 2: An Adaptive NN Classifier for Handwritten Digits Recognition

The framework of this study is shown in Figure 2. For each input image,
feature extraction is performed with Zernike, 6-Geometric and ordinary
geometric moment functions. These features ate normalised within the interval
o1 [0, 1] before being fed into the neural classifier for training and classification.
Recognition rates of all features as well as the iterations needed for network
Hrining are calculated for comparison.

2 FEATURE EXTRACTION

Teature extraction is a process by which an initial measurement pattern (binary
image in this study) is transformed into a new set of numerical features
(Altuwijri and Bayoumi, 1994). These featutes are used to classify the pattetn
(digit). Selection of good features is a crucial step in the process since the next
stage (classification) sees only these features and acts upon them. Good
features are those satisfying two requirements (Khotanzad and Lu, 1990):

i) small intraclass invariance—slightly different shapes with similar
general characteristics should have numerically close values and,

i) larger interclass separation—features from different classes should
be quite different numerically.
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According to Ye (2001), another criteria for choosing features is the
computation time of features extraction. A flexible recognition system must be
able to recognise an object regardless of its orientation, size, and location in the
field of view.

2.2 Zernike Moments

Teague (1980) introduced Zernike moments based on the orthogonal functions

calied Zernike polynomials defined over the polar coordinates inside a unit
citrle. The Zernike moment of order pis defined as,

, (P+1>2f}1

4 *(r,0) f(r,0)r drdf, r<1, 1)

Where

7715 a non-negative integer and ¢ is an integer such that p-|¢| is even and |¢| <
. The function 17,(r,6) denotes Zernike polynomials of order p with repetition
¢,7and * denotes the complex conjugate. If N is the number of pixels along

¢ach axis of the image, then the above equation can be written in the discrete
foim as,

_ _(p+D *(r.0 o
Zo = o 2}; (1,0) £ (x,7), @)
vere
(= + ") P

== _and O=tan" ().
N an, an (<)

-~

Zermike Polynomials

Zernike polynomials are an orthogonal set of complex-valued polynomials
(Mukundan and Ramakrishnan, 1998; Dehghan and Faez, 1997).

(pran ' (<)

I/m‘ (x’ J’) = Rrw.' ("\"’ }J)e Y (3)

where Ry, is a real-valued radial polynomial defined as,
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0< |m| <nand n-|m| is even.

TH achieve scale and translation invadants for Zernike moments, the image
needs to be normalised and Zernike features ate then extracted from the
normalised image (Chung ef 2/, 1998). Scale and translation normalisation is
“arried out using regular geometric moments. Zernike moment invariants and
(heir corresponding expressions in geometric moments used in this study are
given below:

Za9 '—'(3/75)[2(”"20 "'”“02)“’”00]

& '=(3/x)’ [(”320 —mg )’ +47”112]

s P= {12/ %) [(”130 + )’ (g + 1y )2]

(s P =(4/m)’ [(”130 —3my,)? + (g _3’”21)2]‘ )
22 &Geometric Moments

Lzeometric moments (also known as Cartesian ot regular moments) are the simplest

among moment functions with the kernel function defined as a product of the
pixel coordinates (Mukundan and Ramaktishnan, 1998). The 2D geometric

moments of order (p+4) of a density distribution function p(x; ) are defined as
(B, 1962),

oy =115 TP, gy dedy,  pg=0,1,2, ... 5)
For digital image, the integral are replaced by summations,
7y =LL(Y () Pl 3).  pe=0,12,... ©
53

Zakaria (1987) introduced the &method for computing the geometric moments
of a binary image using only the boundary points of the image region. A binary

6



Journal of ICT, 3 (1), pp: 1-17

image defined over a closed convex region { can be represented by the set,
(< x, oy gy By k) £=0,1,2,..n whete x4, x2¢ denote the x-coordinates of
the boundary of the &% image row hawng an ordinate value . Among all the
hge rows, jo and 3, are the minimum and maximum values of the j-
Eﬁmates respectively, and # denotes the number of image rows in the region
e 3).

|Ct.uum.edu._

Fig. 3 : Image Region in Terms of Boundary Points

)

1s the distance between the boundary pixels on the & row,

WW

| xoe— 216 | = G ; | er1-pe | = 1.
;.\ation (6) can be rewrtitten as,
» 5& .
”’M:E:l(n%)qa(xm'*'l)} i @

The above expression can be evaluated for different values of p and ¢. For
example,

o, = k'zi[aﬁ_(ﬁ)‘f, g=0,1,23,..

3

71 =E‘l[6kxm +(8,” _6k)/2](Jk)q! 9=0,12,3,..

Mo, =E::l[6,ex1k3 +(5k2 —5k)+(26k3 _35k2 +6k)/6](y,g,)”,q:0,1,2,3,... (8)
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From the above equations, the double summations over each pixel of the image
in equation (6) can be reduced to single summations over the boundary points

using the factor & In addition, to obtain translation invariance, central
Imaments are used:

Bpg =22 (e =x0)" (1= 30)7 P, 3). O
=5

where the intensity centroid (xo,0) is given by,

Central moments is normalised to become invariant to scale change by defining

H 5

Moy = at21/2
(}uoo)(P il

(10)

Thus a set of geometric moment invariants to translation, scale, and rotation is
derived (Hu, 1962). A set of second and third order geometric moment

mvariants is given.
© =Mz + 102
Q3 = (Mo ~Mg)” + 410,
Q3 = (T30 = 3My,)" + 3y —Ngs)’
P4 = (Mo +12)" + () +10g3)°
@5 = (N30 —=3M12)(M30 "‘7712)[(7730 +152)* =300 "'7703)2]
(3N =63 ) (M "'7703)[3(7?30 +105)% = (1) "'7?03)2]
®s = (M0 _7702)[(7730 +M2)* = (N + 113 ]‘['47711 (M50 + M2 )21 +7003)

1)

The numerical values of @ to @ are very small (Khotanzad and Lu, 1990;
Chung ez al, 1998), the logarithms of the absolute values of the functions ie.

logu | @ | 1=1,2, ..., 6 are used as features representing the image.
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3.0 MULTILAYER PERCEPTRON (MLP) CLASSIFIER

In this study, the multilayer perceptron network (MLP) (Figure 4) with back-
prapagation (BP) learning is used. Adaptive activation functions are
experimented with the arctangent function between input and hidden layer, and
e sigmoid logistic function between hidden and output layer. Three layers of a
fuily connected network have been used with only one hidden layer of 9 hidden
nades. All output nodes are set to 0 except for the node that 1s marked 1 to
cwirespond to the class the input is from. The inputs either the é-geometric
moment features or the Zernike moment features extracted from the image.

Fig. 4 : Architecture of MLP with One Hidden Layer

| Activation Function

#ig, activation function is a nonlinear function that, when applied to the net
input of a neuron, determines the output of that neuron (Masters, 1993). The
commonly used activation function in back-propagation learning is either

sigtnoid logistic or hyperbolic tangent. The sigmoid (f) and hyperbolic tangent
(fu) are expressed as,

o= f (net)=

and

1 + 9_”ﬂ

et —unef

4
¢= f”” (ﬂef) = el ~net " (12)
¢ e

respectively.
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Their first derivatives are calculated as

S, (net)=0(1—0)

and
o' (net) = (1=0%) (13)
respectively.

'n this study, the adaptive activation function is used to study the effectiveness
of adaptive learning to network convergence and classification. An arctangent
funetion is applied to the input-to-hidden layer while a sigmoid logistic function
is.used for the hidden-to-output layer. The arctangent function (f;) and its first
GErivative is expressed as,

o= f, (ner) = arctan(net)

and

£, (net) = cos2 O (14)

respectively.

“ne error signal of the arctangent function to be used in the neural network
+70m hidden-to-input layer is shown in the following section.

3.2 Change of Weights between Hidden and Input Layers

The change of weights between hidden (j) and input (i) layers is given as,

oE dE
w, v,

By chain rule,

dnet
) ] (15)

ol p B E}ﬂetj aw ..

Know that
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7
Onert
—2L=0,. (16)
W ji
dE . . .
Ley & j =—a where & ;= lerror signal] from hidden layer to the input
net
J

lzyer. Substituting

BE am’f :

. J . )
0= and = 0. into (15) gives
& aﬁerj aWﬁ ¢ 15 gt
oE
22 B (17)
aLVji J ot

Titerefore, the weight between input layer and hidden layer can be adapted
aceording to

7. = . 1
T Chaj.n mle,

5. dE _ oE aoj

= = [ ]
7 : ;
Onet J g0 j am’r‘

. (19)
;

. B o] )
It is known that O 5 =0 (net j)" tan (m, ;

a0 .
1
50, I - = c052 Oj .
aﬂerj 1+ ﬂé’fj

11
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Thus, aaE = aaE e (:052 Oj
wet J @] j

and using the chain rule,

OF OE  Onely
—_— = °
\,OJ anez‘té aOJ

i wet , =2 W,.0 . +6
rom nef %r{ij ]+
Oner
£
we get =Wy
. &
OJ
ﬂx‘.lS,
oE
—=6,F,..
90, £ &

oE 2
NOW,-?J' = 5/%]3”%]. ® cos Oj = 6j

rnerefore,

:\LVJ.J- =né‘j-OZ.

_ 2
—HSEW,%]. cos Oj- *0;.

With 2 momentum term, o

2
AWjé(ﬂ)=n6kW@. cos Oj *0; +0mwjg(”_1),

and the adaptation of the weight follows H’/ﬁ = th- (r=1)+ AW i (n)

12

(20)

(21),

(22)

(23)

(24)

(25)
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4.0 EXPERIMENTAL RESULTS

The collection of isolated-handwritten digits was taken from Technion—Israel
Institute of Technology at http:/ /www.ee.technionac.il/courses /046195, This
dataset contains isolated handwritten digits in grayscale format with uniform
sime of 28 x 28 pixels. These samples are then converted into a binary raw file
10"be used in feature extraction. A training set of 300 samples was randomly
chosen and 100 were used as a test set. Figure 5 is a sample of the handwritten
digits in the dataset.

24000
/N /
222202

N

L

*

BN

&
VW dngr WS o
onJdeagyaWp ~0
Boad RGN
VANV eNsLN -0

Fig. 5 : Sample of Isolated Handwritten Digits

Six features of d-geometric and ordinary geometric moments, and four features
UtZernike moment invariants were used as the input of the neural network.
This means that for testing d-geometric or ordinary geometric moments, the
input node for the neural net is 6 whereas 4 input nodes were used for Zernike
moments. The number of output nodes is dependent on the number of
patterns to be classified. In this study, there are 10 digits to be classified.
Therefore, 10 nodes are used where all nodes are set to 0 except for the node
that is marked 1 to correspond to the class of input. For example, for digit 0,
the output node is 1 for the first node and 0 for the remaining nodes.

Table 1 shows the convergence of network training applying only the sigmoid

logistic activation function and using adaptive activation functions. The
application of the adaptive activation function showed significant reduction in

13
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Table 1: Convergence Rates of Sigmoid and Adaptive Activation
Function (# of Iterations)

: Aroun ___ Sigmoid Function ; ___ Adaptive Function
e Zemike | &Geometdc | Geomemdc | Zemike | SGrometrc | (Gepmetric
| Sample 1 11367 11348 8759 1317 5282 3379
[_Sample 2 11508 54131 8216 5191 18614 5548
|

[ Sample 3 12154 24044 10678 5329 8699 10175
!_ Sample 4 7217 19983 5575 3521 7584 1719

he number of iteration needed to train the network. For instance, the
fiumberof iteration needed to train the Zernike features in sample 1 is reduced
from 11367 iterations (using the sigmoid logistic function) to only 4317
icrations using the adaptive function, a reduction of 62% while for &
(eometric in sample 3, the reduction is 64%o.

Table 2: Recognition Rates of Zernike, ~Geometric and Geometric
Invariants Using Sigmoid and Adaptive Activation Function

‘Moment Invariants | Sigmoid Function | Adaptive Function
TestSample |  TestSample |

Zernike

Sample 1 86.53 83.92

Sample 2 90.19 87.51

Sample 3 83.85 81.86

Sample 4 86.02 84.02
d-geometric

Sample 1 81.70 80.83

Sample 2 79.16 77.00

Sample 3 78.08 75.71
Geometric

Sample 1 83.32 84.23

Sample 2 90.44 85.38

Sample 3 83.17 78.25

Sample 4 79.76 82.86

Table 2 shows the recognition rates of Zernike, dgeometric and ordinary
geometric features. Zetnike features showed higher classification accuracies of

around 87%, while &geometric and ordinary geometric features had
approximate accuracies of 79% and 84% respectively, when applying sigmoid

14
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logistic activation function. Although adaptive activation function sped up
network training significantly, the recognition rates are lower, approximately
© 84%, 77%, and 83% for Zernike, &-geometric and ordinary geometric features
respectively. In, both cases, the performance of Zernike features detection is
tize highest, followed by ordinary geometric moments and finally &-geometric
moments.

50 CONCLUSION

Tl experiments have shown that by using a dataset from Technion—Israel
Iistitute of Technology, and applying adaptive activation functions between
network layers, the convergence rates are much faster compared to applying the
sigmoid logistic function. Encouraging results were obtained in which the
1terations needed to converge to solution during network training is reduced by
at seast 50%. However, the significant reduction in network training does not
siigw the same magnitude in recognition rate. In fact, there 1s a slight reduction
i recognition rate. Depending on the type of applications, this tradeoff might
hesreasonable. More studies and experiments need to be conducted with other
datasets to study the effectiveness of adaptive activation functions between
laxrers,

Zernike moment invariants are superiot to é-geometric and ordinary geomettic
Ipement invariants in representing features of the isolated handwritten digits.
The recognition rates for Zernike moment invariants are higher with accuracy
afaround 84% while for d-geometric and ordinary geometric are 77% and 83%
feapectively, confirming the results obtained by Khotanzad and Lu (1990).
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