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ABSTRACT

Among factors that affect rice yield are diseases, pests and weeds. It is
intractable to model the correlation between plant diseases, pests and
weeds on the amount of rice yield statistically and mathematically. In
this study, a backpropagation network (BPN) is developed to classify
rice yield based on the aforementioned factors in MUDA irtigation atea
Malaysia. The result of this study shows that BPN is able to classify the
rice yield to a deviation of 0.03.
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1.0 INTRODUCTION

ccurate eatly estimates of the final yield are essential for the
- determination of management information and to evaluate the

results of management strategies in agriculture. Thus it is important
ta consider the accuracy of the classification methods. Statistical methods are
generally used to explain the spatial variations and classify crop yield at field
scale (Sudduth e af, 1996). However statistical methods require a normal
distribution of input vartables, which 1s not always the case (Atkinson and
Tatnall, 1997). Many complex mathematical models have been developed for
modeling crop yield (Williams, 1989). Although these models produce excellent
results, they require numerous input variables that are time consuming and
expensive to obtain in the field. BPN is proven to alleviate the limitations
mentioned by the following observations. It has successfully classified corn
wield based on soil texture, topography, pH and some soil nutrient element
(Cudduth e# 4/, 1988). The classification results were better than results
produced using non-parametric statistical benchmark methods. Another
sontribution also to corn yield classification is the development of 4 BPN
miodels using topographic features, vegetation indices and textural indices.
When compared to the multiple regression method (MLR), commonly used as
@ benchmark, the BPN outperforms the MLR in terms of classification
accuracy (Serele er @k, 2000). Another application of BPN in crop yield
classification is to classify wheat yield using climatic observation data (Safa ef a/,
2002). The yield was classified with a maximum etror of 45-60 kg/ha two
months before crop ripening.

Ihe objective of our study is to classify rice yield based on diseases, pests and
weeds as parameters using BPN. The data were obtained from MUDA rice
growing area in Kedah, Malaysia. In the following section, we describe the
backpropagation algotithm. Section 3.0 describes the methodology adopted to
perform the study. In section 4.0 we presented the results and discussion.
Section 5.0 provides the conclusion.

2.0 BACKPROPAGATION ALGORITHM

An Artificial Neural Network consists of a large number of processing elements
called neurons. Each neuron is connected to other neurons by weighted links.
Each neuron has a set of input links from other neurons, a set of output links
to other neurons, a current activation level and an activation functon. The
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learning process involves updating connection weights so that a network can
efficiently perform a specific classification task. Classification performance is
dependent on the linearity of feature space. Linear feature space eases
classification task, however non-linear feature space makes classification

difficult.

‘The most commonly used family of neural networks for pattern classification
tasks is the feed-forward network of multi-layer petceptron (MLP) with
backpropagation (BP) learning algorithm and Radial Basis Function Network
diaykin, 1994). MLP with BP has been adopted my many to solve
Classification tasks due to its effectiveness, hence we adopted it in this study.

The classification using BPN involves three stages: the feed forward of the
input classification pattern, the calculation and backpropagation of the
associated error and the adjustment of the connection weights (Haykin, 1999).

Luring feed forward computation, each input neuron (x) receives an input
sighal and broadcasts the signal to each of the hidden neurons Zi, ..., Z,.
Each hidden unit then computes its activation and sends its signal (z)) to each
output neuron. Each output neuron (Yi) computes its activation (yi) to form
the response of the net for the given input pattern.

Neéxt section is the description of the data preparation and methodology
2aopted to perform the rice yield classification.

5.0 METHODOLOGY

The data for this study was taken from MUDA area in Kedah, Malaysia. There
are 4 areas with 27 localiies. With the introduction of MUDA irrigation
scheme, farmers can plant paddy twice a year. The samples obtained from
Muda Agticultural Development Authority (MADA) range from 1995 to 2001.
There are 2 planting seasons for each year thus generating a total of 14 seasons
represented by S7 to S74. There are 3 parameters affecting the rice yield
namely; diseases, pests and weeds. Diseases and pests, each consists of 12 types.
However, for weeds there are 11 kinds, making a total of 35 input parameters.
We reduced the parameters into 3 by taking the sum of effects produced by
different kinds of diseases, pests and weeds. The final table consists of 3
columns representing factors affecting yield and the last column representing
the yield obtained. Sample data are taken from an area that consists of five
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localities; Locality A7, B7, C7, D7 and E7. Each table belongs to one locality,
consisting of 14 rows, representing 14 seasons. An example of the sample is
depicted in Table 1. .

Table 1: Effects of Parameters on Rice Yield for Locality Af

| Seawws | Peyts | Divaws | Weeds | Yield
1/95 (S1) 63.63 189.11 91.85 3530
2/95 (S2) 73.48 283.49 120.72 4601
1/96 (53) 139.93 148.76 72.86 3732
2/96 (S4) 36.60 331.93 53.45 3766
1/97 (S5) 54.07 2557 122.75 2764
2/97 (S6) 74.70 21.80 161.34 3817
1/98 (87) 101.47 55.02 93.60 3760
2/98 (38) 125.53 229.23 136.16 4267
1/99 (89) 285.11 96.42 307.18 4113
2/99 (510) 127.81 71.76 161.66 4110
1/00 (S11) 165.96 28.61 232.77 4193
2/00 (512) 101.47 114.08 176.10 3618
1/01 (513) 184.86 41.89 323.79 4117
2/01 (514) 88.93 73.59 42819 3650

‘I ne following ate the steps taken to classify the rice yield.

1. Data Preprocessing
2. Determination of BPN Parameters

e  Determination of learning rate
e Determination of momentum

e Determination of number of nodes in the hidden layer
3. Classification using the BPN

1. Data Preprocessing

Since the BPN is a data-driven model that abides the “garbage in — garbage
out” principle, data of insufficient quality have a tendency to bring failure to the
applicaton. BPN is only as good as the input data used to train it, thus
preprocessing is of paramount importance especially when analyzing real-life
data to deliver a successful application (Waseem, 2002). In this case, the
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improved unit range technique is chosen as the normalisation technique to
normalise the data into (0.1-0.9) range shown in Equation 1 (Saad, 2003).

a'=0.9%( " Ema )y (1)
xmax - xmin
where
x’ = normalised data
2 = raw data
Kptax: = a maximum data value
X = a minimum data value

Lrdta are normalized into (0.1-0.9) range since the activation function for the
backpropagation algorithm used in this study is of unipolar sigmoid, signified
byEquation (2).

1
% Lofig @
wilere
¥ =  theoutput
A = a constant chosen to be 1- indicating the slope of the
gradient descent
X = the input parameter

2+ Determination of BPN Parameters

The values for Neural Network parameters such as learning rate (a0 ),

momentum (f3) values and number of hidden layers are problem dependent
(Haykin, 1999). Thus in study, the values are determined empirically as reported
in the Results and Discussion section.

3. Classification using the BPN

For each locality, data for 10 seasons are utilised for classification with the
model parameters obtained in step 2.
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4.0 RESULTS AND DISCUSSION

When data in Table 1 are normalised using the formula given in Equation (),

the following output is obtained as shown in Table 2.

Table 2: Normalized Data

Seaons | Pets | Diseases | Weeds | Yield

1/95 (§1) 0.108768 0.539483 | 0.102471 0.416984
2/95 (82) 0.148404 0.843807 0.179511 0.900000
1/96 (83) 0.415798 0.409377 0.051796 0.526946
2/96 (84 0.100000 0.900000 0.900000 0.545455
1/97 (85) 0.070299 0.012156 0.184928 0.100000
2/97 (S6) 0.153314 0.100000 0.287906 0.573217
1/98 (S§7) 0.261036 0.107116 0.107141 0.542188
2/98 (S8) 0.357853 0.668849 0.220713 0.818182
1/99 (§9) 0.900000 0.240609 0.677083 0.734349
2/99 (510) 0.367027 0.161094 0.028876 0.732716
1/00 (S11) 0.520542 0.021959 (0.478518 0.777899
2/00 (512) 0.261036 0.297553 0.327294 0.464888
1/01 (813) 0.596596 0.064779 0.721407 0.736527
2/01 (514) 0.210575 0.16699%4 0.900000 0.482308

10 samples are then used to train the BPN with different o and [3 values.

deviation is used as the metric to determine the suitable o and {3 values.

10
> out, —out,

%0k =]
deviation =~ for out, > outy,

10

10
Sout, —out,

deviation = =L for out, > outy,
10
where
ouit, - the network output
oty - the target output

The

@)

)
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The resulting deviation for different learning rate (o) and momentum (f3) values
are shown in Table 3.

Table 3: Deviation for Various o and 3 Values

ST P _
BTN 0.1 | 0.2 0.3 ; 0.4 0.5

| 0.6 0.110107 0.109659 0.109186 0.108782 0.108294

| )0.7 0.010906 0.011114 0.110805 0.110393 0.110029
;_ 0.8 0.108046 0.107499 0306927 | 0.110344 0.110099
=’ (.9 0.107086 0.109286 0.108862 0.109484 0.109367

rtom Table 3, it is observed that the combination that produces the lowest
deviation is when « = 0.3 and § = 0.8. The corresponding o and B values are
tren used in training to determine the optimal humber of nodes in the hidden
1ﬂ.yer.

Similarly, a deviation is computed using Equation (3) and Equation (4) in the

dgtermination of optimal number of nodes in the hidden layer, producing
resalts shown in Table 4.

Table 4: Deviations for Different Number of Nodes in Hidden Layer

__ Arshitecture il Deuiation
391 0.037355
3-3-1 0.031384
34-1 0.032050
3-5-1 S T
3-6-1 0.032162

From Table 4, the optimal number of nodes in the hidden layer is 5, since it
produces the lowest deviation.

Table 5 illustrates the NN model parameters used for classification of the rice
yield.
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Table 5: Neural Network Parameters

T e R
Learning Rate ' 0.3
Momentum 0.8
Number Nodes in the Input Layer 3.0
Number of Nodes in the Hidden 5.0
Layer
‘Number of Nodes in the Output 1.0
Laver

Hence the above parameters are used to classify the rice yield given effects of
diseases, pests and weeds. The results for an area with 5 locations ate reported
here. Table 6 shows the number of iterations and error produced when the
algorithm has converged duting the learning session. Table 7 to Table 11 show
the network output and target output during classification. Graph of Rice Yield
ie-plotted against seasons for 5 locations as depicted in Figure 1 to Figure 5.

Table 6: Iteration and Error reached During Convergence

for Each Locality
- Locality [ Numberef | Emor
| dteratuan
Al 2404 0.000999
B7 7646 0.000998
Ci 1418 0.001000
D1 7631 0.001000
E? 4553 0.001000

For all the localities, it is observed that the network output tally with the actual
output with the average mean deviation of 0.03. The mean deviation that was
obtained is better than the similar study conducted on wheat (Safa ef a/. , 2002)
and corn (Soele ef al. , 2000) yield prediction. However, the samples data that
we acquired from MADA is limited, only 14 seasons per locality. We hope in
future research to be able to collect more data or look at other strategies to
format the data so that the sample size increases.
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Table 7: Classification Results for Locality A7

Network Ouipwt__| _ Aotual Ouput | Deviation.
0.419159 0.416984 0.002175
0.944004 1.000000 0.055996
0.562095 0.526946 0.035149
0.550675 0.545455 0.005220
0.096919 0.000000 0.096919
0.569010 0.573217 0.004207
0.486479 0.542188 0.055709
0.829625 0.818182 0.011443
0.724650 0.734349 0.009699
0.766308 0.732716 0.033592

Mean Deviation 0.031011

Rice Yield
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/
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—o—Network Output
---B--- Actual Output

Fig. 1: Graph of Rice Yield vs. Seasons for Locality A7
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Table 8: Classification Results for Locality B

_ Nework Ouput | Acwal Qupwt || Devaalion_
0107411 | 0.100000 0.007411
0.896320 0.900000 0.003680
0.286910 0.252066 0.034844
0.806020 0.798347 0.007673
0.000017 0.012397 0.012380
0.993023 0.991736 0.001287
0.139611 0.130579 0.009032
0.976576 0.974380 0.002196
0.402718 0.292562 0.110156
0.396624 0.508264 0.111640

Mean Deviation 0.030030

Rice Yield

A

\ /\ s';\
RVANRY

—eo—Network Output
—a— Actual Output

VA SV A
it

Seasons

Fig. 2: Rice Yield vs. Seasons for Locality B
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Table 9: Classification Results for Locality C7

Rice Yield

Network Omput | Actwal Outpwt | Desiation___
0.058718 0.102548 0.043830
0.899658 1.000000 0.100342
0.417551 0.384711 0.032840
0.581067 0.575513 0.005554
0.061388 0.000000 0.061388
0.850606 0.848975 0.001631
0.263302 0.302672 0.039370
0.940772 0.932256 0.008516
0.588916 0.596022 0.007106
0.692335 0.679925 0.012410

Mean Deviation 0.031299
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Fig. 3: Rice Yield vs. Seasons for Locality C7




ey

Journal of ICT, 3 (1), pp: 67-81

Table 10: Classification Results for Locality D7

Neturk Ongput_|_ Actual Outpus _Dewation__
0.418405 0.433198 0.014793
0.725356 0.745518 0.020162
0.023335 0.000000 0.023335
0.614180 0.623482 0.009302
0.493217 0.503181 0.009964
0.720751 0.736264 0.015513
0.148133 0.060150 0.087983
0.435083 0.437247 0.002164
0.604854 0.550029 0.054825
0.443680 0.521689 0.078009

Mean Deviation 0.031605

Rice Yield

—e—Network Output
—o—Actual Output

Seasons

Fig. 4: Rice Yield vs. Seasons for Locality DI
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Table 11: Classification Results for Locality E7

Network Output | Actual Ousput | Deviation_
0.081368 0.000000 0.081368
0.428650 0.420411 0.008239
0.430374 0.444783 0.014409
0.737409 0.737243 0.000166
0.317190 0.320640 0.003450
0.894358 1.000000 0.105642
0.452117 0.461538 0.009421
0.803562 0.790556 0.013006
0.462060 0.440213 (.021847
0.612565 0.606245 0.006320

Mean Deviation 0.026387

Rice Yield

[
MR

f

/’\ —-¢—- Network Output

\
\[ V V —&—Actual Output
l,

© 9 © 9 % 9 9

Seasons

2 9 g

Fig. 5: Rice Yield vs. Seasons for Locality E7
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Table 12: Average Mean Deviation

T T e
.. | Deviation
Al 0.031011
Bi 0.030030
Ci 0.031299
D1 0.031605
E71 0.026387
Average Deviation for All
Localities 0.030066

5.0 CONCLUSION

1n this study, a backpropogation network (BPN) is developed to classify rice
veld based on diseases, pests and weeds as parameters for MUDA irrigation
areas Malaysia. The result of this study shows that BPN 1s able to classify the
fice yield to a deviation of 0.03.
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