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ABSTRACT
String matching is considered as one of the fundamental problems in computer science. Many computer applications provide the string matching utility for their users, and how fast one or more occurrences of a given pattern can be found in a text plays a prominent role in their user satisfaction. Although numerous algorithms and methods are available to solve the string matching problem, the remarkable increase in the amount of data which is produced and stored by modern computational devices demands researchers to find much more efficient ways for dealing with this issue. In this research, the Odd and Even (OE) hybrid string matching algorithm is redesigned to be executed on the Graphics Processing Unit (GPU), which can be utilized to reduce the burden of compute-intensive operations from the Central Processing Unit (CPU).
In fact, capabilities of the GPU as a massively parallel processor are employed to enhance the performance of the existing hybrid string matching algorithms. Different types of data are used to evaluate the impact of parallelization and implementation of both algorithms on the GPU. Experimental results indicate that the performance of the hybrid string matching algorithms has been improved, and the speedup, which has been obtained, is considerable enough to suggest the GPU as the suitable platform for these hybrid string-matching algorithms.
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I INTRODUCTION
String matching is considered as one of the fundamental problems in computer science which involves finding one or more occurrences of a given pattern in a text. Although numerous algorithms and methods are available to solve this problem, many researchers are still trying to achieve much more efficient ways to deal with this issue. Hybrid string matching algorithms, a combination of two or more string matching algorithms, have received a great deal of attention in recent years (Abdurrazaq, et al. 2014(Mustafa et al., 2012)). Positive features of the existing string matching algorithms are combined to form a new algorithm in order to improve the searching process. Computer applications which provide string matching utility for their users can take advantage of this kind of string matching algorithms

II PARALLEL STRING MATCHING
We studied some of the important work in parallel string matching algorithms (Table 1). Michailidis and Margaritis (2001b) have implemented the Brute Force exact string matching algorithm on a cluster of six personal computers. Noticeable reduction in the execution time has been achieved by using the SPMD parallel programming model over the master-worker paradigm. In their implementation, text is broken down into several subtexts with an overlap of m-1 characters, where m is the length of the pattern. Then, these subtexts are assigned to available processors, which perform the string matching procedure simultaneously on their corresponding data, and send their final results to the master processor. They have used a preprocessing allocation method to avoid the load balancing problem which occurs when the subtexts of the database do not have equal length (Michailidis & Margaritis, 2001b).
Parallel implementation of the Naïve, Karp and Rabin, Zhu and Takaoka, Baker and Bird, and Baeza-Yates and Regnier exact two dimensional pattern matching algorithms has been presented by Kouzinopoulos and Margaritis (2009a). These algorithms have been implemented on a multi-core processor and a homogeneous cluster of workstations as shared memory as well as distributed memory parallel platforms by using OpenMP and MPI APIs, respectively. Master-worker distribution method has been applied on both parallel systems. In the shared memory parallelization, it has been shown that the performance is increased when the assignment of the loop iterations to the threads is performed by static scheduling clause compared with dynamic as well as guided scheduling clauses. Moreover, in order to decrease the communication overhead in the distributed memory parallelization, text and pattern are located in the local memory of each processor, which performs the searching process on the corresponding section of the text. This section is determined by the pointer, which has been sent from the master process to the workers (Kouzinopoulos & Margaritis, 2009a).

### Table 1. Some of the works in Parallel String Matching Algorithm.

<table>
<thead>
<tr>
<th>String Matching Algorithm</th>
<th>Parallel Platform</th>
<th>Application Programming Interface (API)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve</td>
<td>Cluster of 6 Personal Computers</td>
<td>MFI</td>
</tr>
<tr>
<td>Naïve, Karp and Rabin, Zhu and Takaoka, Baker and Bird, Baeza-Yates and Regnier</td>
<td>A Multi-core Processor and Homogeneous Cluster of Workstations</td>
<td>MFI, OpenMP</td>
</tr>
<tr>
<td>Knuth-Morris-Pratt, Boyer-Moore-Horspool, Zhu-Takaoka, Quick Search, Berry-Ravindran, Fast Search, SSABS, TVSBS, ZTMBH and BRBMH</td>
<td>Homogeneous Cluster of Workstations</td>
<td>MFI</td>
</tr>
<tr>
<td>Naïve, Karp and Rabin, Zhu and Takaoka, Baker and Bird, Baeza-Yates and Regnier</td>
<td>GPU</td>
<td>CUDA</td>
</tr>
<tr>
<td>Boyer-Moore</td>
<td>GPU</td>
<td>CUDA</td>
</tr>
</tbody>
</table>

Parallel execution time of the Knuth-Morris-Pratt, Boyer-Moore, Boyer-Moore-Horspool, Zhu-Takaoka, Quick Search, Berry-Ravindran, Fast Search, SSABS, TVSBS, ZTMBH and BRBMH string matching algorithms have been compared by Prasad and Panicker (2010). Implementation of these algorithms has been performed on a Bewoulf-based homogeneous cluster of workstations with 40 nodes by using MPI API. Based on experimental results of this research, the BRBMH algorithm has the lowest parallel execution time for any pattern lengths as well as text sizes (Prasad & Panicker, 2010).

The Naïve, Knuth-Morris-Pratt, Boyer-Moore-Horspool and Quick Search string matching algorithms have been implemented on the GPU using the CUDA API (Kouzinopoulos & Margaritis, 2009b). In order to calculate the speedup, the practical running time of the algorithms on different data sets as well as different pattern lengths has been measured which includes the preprocessing time, the searching time and the time needed to transfer data between the host and the device. The considerable impact of using the shared memory of the GPU instead of the global memory to store the pattern as well as the pre-computed shift value table of the mentioned algorithms has been illustrated in their research. Moreover, it has been shown that the practical running time reduces by increasing the number of threads in order to keep the GPU entirely utilized (Kouzinopoulos & Margaritis, 2009b). Ryan (n.d.) has implemented the Boyer-Moore string matching algorithm on the GPU using CUDA API. The preprocessing phase of the algorithm is performed on the CPU, while the searching phase is carried out on the GPU. Moreover, the text, the pattern and the pre-processed shift value tables are transferred from the host to the device and stored in global, constant and texture memories, respectively. The performance of the parallel algorithm has been analyzed by using the maximum number of available blocks. Also, it has been shown that transferring the data from the CPU to the GPU decreases the searching time much more than using the page-locked CPU memory which is accessible directly by the CUDA kernel running on the GPU (Ryan, K., n.d.). Other works on parallelizing the string matching algorithms include Naser, M. A. (2010), Atheer Akram AbdulRazzaq et.al. (2013), Abdulwahhab and Nur'Aini (2011), Atheer, Nur'Aini and Aziz Nasser Boraik Ali (2013) and Awasn et. al. (2013).

Based on our study, the Odd and Even hybrid string matching algorithms have been selected to be parallelized and implemented on the CPU-GPU parallel platform with the CUDA programming interface. The Odd and Even hybrid string matching algorithm makes an efficient use of the Berry-Ravindran algorithm. It has been compared with the BMH, the QS, the TVSBS, the BRFS, the BRBMH, and the BRQS algorithms and provided better results for searching any lengths of the pattern string and any sizes of the character set (Naser, 2010). The preprocessing phase of both mentioned algorithms is executed once before the searching phase which needs to be run repeatedly as a single program on a huge amount of data. This part of the string matching algorithms is capable of being parallelized to be executed simultaneously on different sections of data which leads to a better performance by decreasing the
searching time. Parallel version of each mentioned algorithms is implemented on the GPU which is based on the SPMD parallel programming model. Its particular architecture is suitable for data parallel applications which involve string matching algorithms. The searching process can be accelerated by using a large number of the GPU threads to execute the searching phase of the string matching algorithms concurrently on independent parts of the text string. Although the BR algorithm has been parallelized and implemented on the shared memory as well as the distributed memory parallel platforms, both mentioned algorithms have not been implemented on the GPU before.

### III ODD AND EVEN ALGORITHM

The Odd and Even algorithm is a hybrid string matching algorithm with a similar preprocessing phase to the Berry-Ravindran algorithm. The comparison between the text characters as well as the pattern characters is performed from right to left with a specific order which is described in the following subsection. This characteristic of the OE algorithm has a considerable impact on the performance. Similar to the Berry-Ravindran algorithm, the searching phase starts from the leftmost character of the text without checking the possible starting search point.

**Table 2. Odd and Even Bad Character Shift Value Table.**

<table>
<thead>
<tr>
<th>br</th>
<th>a</th>
<th>c</th>
<th>g</th>
<th>*</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>10</td>
<td>10</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>c</td>
<td>7</td>
<td>10</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>g</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>*</td>
<td>10</td>
<td>10</td>
<td>9</td>
<td>10</td>
</tr>
</tbody>
</table>

#### A. Pre-processing

In the preprocessing phase of the OE algorithm, shift values are computed based on each pair of characters belonging to the pattern string. This feature makes the preprocessing phase of the OE algorithm different from the preprocessing phase of the Berry-Ravindran algorithm although the former applies the same formula as the latter to construct the bad character shift value table. In other words, the preprocessing phase of the Berry-Ravindran algorithm has been enhanced in the OE algorithm which results in reducing the total execution time as well as the reserved memory size of the computer. The bad character shift value table of the OE algorithm based on a pattern string “gcagagag” of length 8 as well as a character set (a,c,g,t) of size 4 is shown in Table 2.

#### B. Searching

In the searching phase of the OE algorithm, the leftmost character of the pattern is aligned with the leftmost character of the text. Then, the comparison between the text characters as well as the pattern characters is performed from right to left. Even positions of the pattern are compared with the corresponding text characters after the odd positions of the pattern match the corresponding text characters, or vice versa. In case of a mismatch or a complete match, two consecutive characters next to the right side of the window are used to achieve the shift value from the bad character shift value table in order to move the pattern along the text. This procedure is repeated until the right end of the pattern exceeds the right end of the text.

The searching process of a pattern string “gcagagag” of length 8 through a text string “tctgtgaggattgattgcagagag” of length 24 in one attempt based on the bad character shift value table, which has been constructed in the previous subsection, is illustrated in Figure 1.

### IV METHODOLOGY

The methodology of this research consists of five steps. It starts with studying various existing hybrid string matching algorithms. The Odd and Even hybrid string matching algorithm, which has its own advantages and disadvantages, has been selected to be parallelized and implemented on the GPU (Samsudin, 2011), (Charras, & Lecroq, 2004), (Klaib & Osborne, 2009b). Similar to many other hybrid string matching algorithms, the OE algorithm takes advantage of the mentioned characteristic of the BR algorithm, but it provides better results for searching any lengths of a pattern string and any size of a character set compared with them, (Klaib & Osborne, 2009b).

![Figure 1. Searching Phase of Odd and Even Algorithm.](image-url)
In order to parallelize the string matching algorithm, it is necessary to determine how the problem can be decomposed into smaller parts. Data decomposition technique is used to divide the data which the string matching algorithm must deal with. Then, the searching operation is performed on different parts of the data which are independent of each other. Partitioning the text string into the discrete subtexts leads to a problem which occurs when the pattern string is located in the boundary of adjacent subtexts. Therefore, the pattern string cannot be detected, and a false negative result is returned by the string matching algorithm. An overlap of \( m - 1 \) characters between consecutive subtexts is used to solve the mentioned problem, where \( m \) is the length of the pattern string. Since the searching function is performed on all subtexts of the text string simultaneously, Single Program Multiple Data (SPMD) as the most appropriate parallel programming model is used here.

The CUDA API provides different ways to allocate memory on the CPU as well as the GPU. The CPU pageable memory is allocated by the malloc() function, while the CPU page-locked memory is allocated by the cudaMallocHost() function. In this implementation, the CPU memory allocation is performed by the malloc() function. Although the page-locked memory is accessed by the GPU with higher bandwidth than the pageable memory, the system performance can be reduced if an excessive amount of page-locked memory is allocated by the CUDA subroutine which results in decreasing the amount of physical memory available to the operating system for paging. Moreover, the cudaMalloc() function is used to allocate the GPU memory in order to store the text string of both string matching algorithms. Data transfer between the host and the device is performed by the cudaMemcpy() function. The text string which is needed to be shared by all the GPU threads is transferred from the CPU to the GPU by the mentioned synchronous CUDA subroutine which blocks the CPU threads until the data has been transferred completely and stored in the GPU global memory space. The cudaMemcpyToSymbol() function is used to copy the pattern string of both string matching algorithms from the host to the device which is located in the GPU constant memory space. The character set of both string matching algorithms is also transferred from the host to the device by the cudaMemcpyToSymbol() function and resides in the constant memory space. Similar to the text string, the pattern string and the character set are needed to be accessed by all the GPU threads. Finally, the texture memory space of the GPU is used to store the shift value table which is constructed by the preprocessing function on the CPU. Therefore, each thread can achieve the corresponding shift value through the texture memory which can be read by all the GPU threads during the execution of the searching function. In addition, the result of the searching function which includes the number of occurrences of the given pattern string in the text string is transferred from the GPU to the CPU. The GPU memory allocation which is used for the implementation of the parallel the Odd and Even hybrid string matching algorithms is shown in Figure 2.

On the NVIDIA Tesla C2050, which is used in this implementation, data is transferred between the CPU and the GPU through the PCIe \( \times 16 \) Gen2 bus with the theoretical maximum bandwidth of 8 GBps. This program has been executed with the pageable CPU memory space against the NVIDIA Tesla C2050.

In this implementation, the preprocessing function which calculates the shift values of the string matching algorithm is executed sequentially on the CPU, while the searching function is executed \( N \) times by \( N \) threads in parallel on the GPU. The device function, which is specified by the two parameters inside the triple angle brackets, is called from the host code. These two parameters represent the number of blocks and the number of threads. The maximum number of these two parameters depends on capabilities of the GPU on which the device code is executed.

![GPU Memory Allocation in the String Matching Problem](image)

**Figure 2.** GPU Memory Allocation in the String Matching Problem. Threads within a same block can communicate with each other through the shared memory which is not accessible by threads in other blocks. In the implementation of the parallel Odd and Even hybrid string matching algorithms, each thread of a single block executes the searching function independently and writes the number of occurrences of the given pattern string in its corresponding subtext in the shared memory. In order to avoid the wrong result, threads within a same block must be synchronized which is performed by the `__syncthreads()` function.
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before the total number of occurrences is computed. Furthermore, the atomicAdd() function is used to compute the final result of the device code by adding the total number of occurrences of the given pattern string which has been calculated by each block. This function is used to prevent race condition from happening. Implementation of the parallel Odd and Even hybrid string matching algorithms on the CPU+GPU parallel platform is shown in Figure 3.

The fourth step involves implementing the parallel version of the selected hybrid string matching algorithm on the CPU+GPU parallel platform. CUDA programming interface, which has been designed for only NVIDIA’s GPUs, is used in this implementation. Karimi, Dickson, and Hamze (2011) have compared the performance of CUDA as well as OpenCL programming interfaces in terms of data transfer times, kernel execution times, and application execution times by using almost identical kernels and have suggested CUDA as a better choice.

Finally, the sequential version as well as the parallel version of the OE hybrid string matching algorithm are tested on the standard data types which consist of English text, protein sequence, and DNA sequence. Execution time, speedup, and percentage of performance gain which are considered as the performance metrics of the parallel system will be calculated and evaluated in this step. The execution time is divided into serial runtime and parallel runtime. They are the execution time of the sequential algorithm and the parallel algorithm, respectively.

The searching phase of the algorithm has been parallelized. Therefore, the sequential runtime and the parallel runtime of the algorithm, which are compared together, do not include the preprocessing phase. The elapsed time from the start to the end of the searching function on the sequential platform is measured as the sequential runtime. The parallel runtime includes the time of the data transfer from the CPU to the GPU, execution of the searching function on the parallel platform, and the data transfer from the GPU to the CPU.

The program is executed five times, and the average of the obtained values, which are shown in Appendix D, is calculated in order to decrease the random variation. In addition, the sequential and the parallel versions of the algorithm are tested on English text, protein sequence, and DNA sequence data types with five different sizes of 100, 200, 300, 400, and 500 MB (Naser, 2010). The program is executed with an 8-character pattern string which is selected randomly from the corresponding text string (Samsudin, 2011). The character set of the pattern string has been obtained by running the program which can be used to achieve all the different characters of the pattern string as well as the size of the character set.

The number of blocks per grid and the number of threads per block as the kernel parameters are set to 14 and 768, respectively. Selected kernel parameters have been tested by the NVIDIA Corporation’s occupancy calculator and resulted in 100% occupancy.

Experimental results of this research, as shown in Table 3, which indicates the performance of Odd and Even string matching algorithms on different standard data types has been enhanced considerably by using the CPU+GPU parallel platform.

The performance improvement of Odd and Even is more than 90 percent on English text and protein sequence and between 80 and 90 percent on DNA sequence data types. Unavoidable flow control instructions of the parallel
OE algorithm which leads to the thread divergence problem prevent it from running faster and have good speed-up.

Experimental results of running the sequential and the parallel versions of the Odd and Even hybrid string matching algorithm has been evaluated. Sequential and parallel version of this algorithm has been executed on English text, protein sequence, and DNA sequence data types as the standard benchmark with different sizes. Then, execution time, speedup, and percentage of performance gain have been calculated in order to determine the impact of parallelization on the performance of these hybrid string matching algorithms.

Obtained results confirm that the parallel version of the algorithm runs faster on the GPU than its sequential version on all three mentioned data types. Therefore, GPU capabilities can be exploited to enhance the performance of the hybrid string matching algorithms. Moreover, in order to make better use of the GPU, the flow control instructions must be used as less as possible in the device code to avoid the thread divergence problem, which has a substantial influence on the performance of the program.

<table>
<thead>
<tr>
<th>Data Type</th>
<th>Text Size (MB)</th>
<th>Performance Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>English Text</td>
<td>100</td>
<td>93.83%</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>93.77%</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>93.91%</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>93.55%</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>93.87%</td>
</tr>
<tr>
<td>Protein Sequence</td>
<td>100</td>
<td>90.55%</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>90.30%</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>90.56%</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>90.31%</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>90.56%</td>
</tr>
<tr>
<td>DNA Sequence</td>
<td>100</td>
<td>83.18%</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>82.82%</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>83.28%</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>82.89%</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>83.27%</td>
</tr>
</tbody>
</table>

Table 3. Performance Improvement of Odd and Even Algorithm.

![Figure 4. Parallel Speed-up of the GPU-Based Odd and Even Algorithm](Figure_4.png)

VI CONCLUSION

In this paper, we have presented a GPU–based parallel Odd and Even Algorithm. The searching phase of the Odd and Even algorithm were redesign to suit the parallel nature of the GPU processor. Experimental results show that the parallel algorithm has a substantial speed up over the sequential version.
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