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ABSTRACT
The P-Star approach of modelling inflation proposed by Hallman et al. (1989) has been widely tested for the United States and other developed countries. However, the applicability of the P-Star model for the developing countries is yet to be determined. Thus, the main purpose of the present paper is to add to the current literature on the robustness of the P-Star approach by testing it with respect to a developing country—Malaysia. Using a sample period of 1981:1 to 1994:4, our results suggest that the monetary data for Malaysia do not support the P-Star model approach of modelling inflation.

ABSTRAK
INTRODUCTION

The purpose of this paper is twofold. The first is to investigate the relationship between money and the price level in Malaysia using the P-Star approach recently proposed by Hallman et al. (1989). Despite financial deregulation and innovations in the United States in the 1980s, using the P-Star model, Hallman et al. (1989) found out that \( P^* \) ties together the level of money and prices very well, and the model was able to track inflation movements successfully. Since then there has been widespread application of the P-Star approach of modelling inflation to other developed countries. However, the applicability of the P-Star model approach for the developing countries has yet to be determined. The second purpose is to propose, construct and investigate the performance of the Divisia monetary aggregate as an alternative to the 'conventional' Simple-sum aggregate as an intermediate indicator in Malaysia. Recent developments in monetary economics suggest that the Divisia aggregate is the appropriate measure of money as it measures the monetary services for holding money, and empirical studies in developed countries indicate that Divisia money is superior to the 'conventional' Simple-sum aggregate.

The plan of the paper is as follows. Section 2 presents the derivation of the P-Star (\( P^* \)) model. In Section 3, we discuss the computation of \( P^* \), followed by a discussion on the construction of the Divisia aggregate and sources of data used in the analysis. The empirical results are presented in Section 4. The last section contains the main conclusions.

THE P-STAR (\( P^* \)) MODEL APPROACH

In recent times Hallman et al. (1989) have proposed a simpler model of inflation. In their model, the discrepancy between actual price level and the equilibrium price level is the key determinant of inflation. The equilibrium price level or the so-called P-Star (\( P^* \)) is determined by the level of money stock, the equilibrium velocity (\( V^* \)) and the potential output (\( Q^* \)). Using quarterly data covering the period 1970 to 1988 for the United States, Hallman et al. (1991, p. 857) concluded that: "\( P^* \), through its dependence on long-run values of velocity and output, can be used to indicate long-term price developments."

The \( P^* \) approach is based on the equation of exchange,

\[
PQ = MV
\]

where the product of the price level (\( P \)) and real GNP (\( Q \)) equals the stock of money (\( M \)), multiplied by its velocity (\( V \)). Taking logarithms (lower-case notation) for equation (1) gives,

\[
p + q = m + v
\]
From equation (2), the price level can be expressed as,

\[ p = m + v - q \]  
(3)

According to Hallman et al. (1991), the equilibrium price level \( (p^*) \) is written as,

\[ p^* = m + v^* - q^* \]  
(4)

where \( v^* \) is the equilibrium level of velocity and \( q^* \) is the real potential output. Equation (4) says that the equilibrium price level, \( p^* \), is defined as money stock per unit of real potential output and the long-run equilibrium level of the velocity of money. Subtracting equation (4) from equation (3) gives the P-Star model derived by Hallman et al. (1989, 1991).

\[ p - p^* = (v - v^*) + (q^* - q) \]  
(5)

According to equation (5), the gap between the actual and equilibrium prices, \( p - p^* \), is determined by a velocity gap, \( v - v^* \), and an output gap, \( q^* - q \). The P-Star model indicates inflationary pressure if there is a monetary overhang, that is when current velocity is below its long-run equilibrium level or current output is raised above its potential level or both.

Hallman et al. (1991) hypothesize that in the long-run, the discrepancy between actual and equilibrium prices, \( p - p^* \), becomes zero as \( p \) adjusts to \( p^* \). Assuming the long-run relationship between \( p \) and \( p^* \), the short-run dynamic model of inflation was estimated from the following model,

\[ \Delta p_i = \alpha (p_{i-1} - p^*_{i-1}) + \sum_{t=2}^{1} \beta_t \Delta p_{i-t} + \epsilon_i \]  
(6)

where \( \pi \) is the rate of inflation (equal to \( p - p^* \)) and \( \alpha \) is the speed of adjustment of actual prices to \( p^* \) and should be negative.

A central issue in empirical testing of the P-Star modelling approach is how to measure potential output \( (q^*) \) and equilibrium velocity \( (v^*) \) since these two series are unobservable. In this study we used three methods of deriving equilibrium values for velocities and output. The three methods used are (i) the simple linear trend, (ii) the quadratic trend and (iii) the Hodrick-Prescott filter approach to determine potential output and equilibrium velocity. However, the latter method is a common procedure for estimating trends, particularly in the business cycle literature. In implementing the P-Star approach, Hoeller and Poret (1991) and Kool and Tatam (1994) applied the HP-filter to compute the potential output and equilibrium velocity. Hoeller and Poret (1991) and Razmakt and Dennis (1996) have pointed out that the HP-filter is easy to implement (compared with the more complicated Kalman filter) and the trends it produces usually appear `plausible'.
According to Hodrick and Prescott (1980), the filter is designed to produce a non-linear trend based on the variability of the series by minimising the following problem:

$$\sum_{t=1}^{T} (y_t - \tau_t)^2 + \lambda \sum_{t=2}^{T-1} [ (\tau_{t+1} - \tau_t) - (\tau_t - \tau_{t-1}) ]^2$$

(7)

where $y_t$ is the time series, $\tau_t$ is the trend component series ($\tau_t, t = 1, ..., T$) and $\lambda$ is a fixed parameter. The first term is the sum of the squared deviations between the contemporaneous trend values and the original series. The second term is a multiple, $\lambda$, of the sum of the squares of the trend component's second differences. Hodrick and Prescott claimed that $\lambda$ can be interpreted as a measure of the relative differences of the trend component. If $\lambda = 0$, the growth component series coincides with the original series and the cyclical component is zero. If $\lambda$ goes to infinity, the trend component approaches a linear deterministic time trend. Hodrick and Prescott proposed a value of $\lambda = 1600$ as reasonable for quarterly time series data and their recommendation has been widely followed in the literature applying the HP-filter.

Sources and Descriptions of Data Used

In this study, quarterly time series data for the period 1981:1 to 1994:4 have been used. For the purpose of this study, consumer price index has been employed as a measure of price level for Malaysia. Since there is no a priori evidence which measure of money should be used—narrow or broad money, both monetary aggregates M1 and M2 have been used for the construction of $p^*$. Empirical studies have shown that different monetary aggregates used to construct $p^*$, have different implications on the performance of the P-Star approach. For example, in the United States, Hallman et al. (1991) have indicated that M2 can be a good anchor for the price level, but Tatom (1990) on the other hand, suggests that money and price level are linked when M1 is used to construct $p^*$. For France, Bordes et al. (1995) found out that, amongst the monetary aggregates M1, M2 and M3 used to calculate $p^*$, their analysis suggest that a long-run relationship between money and the price level was established using M1 and M2. In contrast, Todter and Reimers (1994) found that amongst the three monetary aggregates (M1, M2 and M3), 'the best results were obtained when M3 is used to estimate the equilibrium price'. In this study, as an alternative to the above 'conventional' Simple-sum M1 and M2, 'weighted' monetary aggregates have been introduced, particularly Divisia M1 and M2 for Malaysia. The reason for considering Divisia aggregate is that the traditional Simple-sum monetary aggregate is not a good measure of the monetary services of a country. According to Barnett (1980), the assumption made in constructing the Simple-sum aggregate, which is based on their components receiving equal weights of one, are contrary to the voluminous studies existing in the literature.

which indicate that each monetary asset has a certain degree of ‘moneyness’ associated with it. Therefore, according to the proponents of the Divisia approach, it is not which assets are to be included in the measure of money stock which is important, but rather how much of each monetary asset is to be included. This points to the conclusion that each component should be given a different weight when adding the various components of financial assets to arrive at the official monetary aggregates.

Following Barnett (1980), a Divisia monetary aggregate is constructed in the following manner: Let \( q_i \) and \( p_i \) represent the quantities and user costs of each asset to be included in the aggregate at time \( t \). The expenditure share on the services of monetary asset \( i \) in period \( t \) is:

\[
S_n = \frac{p_i q_i}{\sum p_i q_i} \tag{8}
\]

The user cost (see Barnett, 1978) of each asset is measured as:

\[
P_i = \frac{(R_i - r_j)}{(1 + R)} \tag{9}
\]

where \( R_i \) is the benchmark rate, the maximum \( r_i \) and \( r_j \) \( i = 1, 2, ..., n \) \( j = 1, 2, \ldots k \), \( i \neq j \). The growth rate of a Divisia aggregate then can be written as,

\[
G(Q_n) = \sum_{i=1}^{k} S_n^i \cdot G(q_n) \tag{10}
\]

where \( s_n^i = 0.5(s_n^i + s_n^i) \) and \( n \) is the number of assets in the aggregate. Single period changes, beginning with a base period, can be accumulated to determine the level of the Divisia aggregate in each succeeding period.

Details of the monetary components and their respective user costs in constructing the Divisia monetary aggregates are presented in Table 1. In Table 1, the rate of returns on currency is assumed to be zero since it is a perfectly liquid asset. On the other hand, although the explicit rate of return on demand deposits is also zero, Offenbacher (1980) and Barnett et al. (1981) strongly argue that an implicit rate of return must be imputed to demand deposits, if the substitutability between currency and demand deposits is to be estimable. Barnett (1982: 699) proposes that, "In some cases implicit rates of return must be used in computing the interest rates in the formula \( p \) especially when the own rate of return on an asset is subject to governmental rate regulation. An implicit imputation is also used in the measurement of \( R \). The Divisia quantity index has been found to be robust to those imputations within the plausible ranges of error in the imputation".
Table 1
Information Used to Construct Divisia Aggregates

<table>
<thead>
<tr>
<th>Money</th>
<th>Asset Components</th>
<th>Rate of Returns</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>Currency in circulation</td>
<td>Zero</td>
</tr>
<tr>
<td></td>
<td>Demand deposits</td>
<td>Implicit rate of return. Using Klein’s (1974) method. The basic formula for computing Demand deposit rate of return (DDr) is as follows: [ DDr = r_i(1-RRDD), ] where ( r_i ) is commercial bank’s base lending rate (percent p.a.), and RRDD is reserve requirement on demand deposits.</td>
</tr>
<tr>
<td>M2</td>
<td>Savings deposits</td>
<td>Savings deposit rate (SDr) in percent p.a.</td>
</tr>
<tr>
<td></td>
<td>Fixed deposits</td>
<td>Fixed deposit rate (FDr), FDr= max ( i[r_i] ), where ( i = 1,3,6,9 &amp; 12 ) months maturity (percent p.a.).</td>
</tr>
<tr>
<td></td>
<td>Negotiable Certificate of Deposits</td>
<td>Rate on NCDs (NCDr). Proxied with the Interbank rates, ( r_{NCD} = \max(t_i) ), where ( t_i = ) overnight, 7-days, 1 month &amp; 3-months call money (percent p.a.).</td>
</tr>
<tr>
<td></td>
<td>Repurchase agreement (Repos)</td>
<td>Repo rate (REPOr). Proxied with the call money rate at discount houses, ( r_{REPO} = \max(t_i) ), where ( i = 3,6 &amp; 12 ) months maturity (percent p.a.).</td>
</tr>
<tr>
<td></td>
<td>Benchmark asset</td>
<td>Maximum available rate. Max = ( {IDD, SDr, TDr, NCDr, REPO_r, t_i} \times 0.1 ), where ( t_i ) rates at commercial banks and Finance companies; ( r_i ) = Treasury bill rates (3, 6 &amp; 12-months) and yield on Government securities (5 &amp; 20 years).</td>
</tr>
</tbody>
</table>

However, the proper implicit rate imputation to demand deposits remains an open issue. Following Offenbacher (1980), the approach taken in this study is to compute an implicit rate using Klein’s (1974) methodology. The formula used for constructing the implicit rate on demand deposits (DDr) is given as follows:

\[ DDr = r_i [1 - (BR/DD)] \]  \[ (11) \]

where \( r_i \) is the rate of return on bank’s earning assets and BR is bank reserves on demand deposits. As for the benchmark assets, as shown in Table 1, we follow the envelope approach, that is, a series of benchmark rates is formed by selecting that benchmark rate which is higher than the rate of return of each of

the monetary asset components. This will ensure that $p \geq 0$ (see Mullineux, 1986). Furthermore, Binner (1990) proposes adding 0.10 points to the benchmark rate to ensure that this rate will be non-zero.

For output, total exports as proxy for nominal income have been used since gross national product for Malaysia is only available in annual form. The rationale for using exports as proxy for income in a developing country has been supported by numerous empirical studies, for example by Tyler (1981), Ram (1987), and Odedokun (1991). These studies have empirically detected positive and significant effects of export expansion on economic growth. Furthermore, recent findings by Dutt and Ghosh (1994, 1996) indicate that exports and economic growth are co-integrated in the majority of the developing countries investigated. This implies that exports are a good candidate to proxy for income in a developing country like Malaysia. To arrive at the output measures, the value of total exports is deflated by the consumer price index.

Data on the consumer price index, total exports, and monetary aggregates and their components were compiled from various issues of *SEACEN Financial Statistics-Money and Banking* published by the SEACEN Centre, and *International Financial Statistics* which is published by the International Monetary Fund.

**DISCUSSION ON EMPIRICAL RESULTS**

Table 2 reports the results from estimating equation (6) using all three methods of deriving $v^*$ and $q^*$. For each method all four monetary aggregates used to construct $p^*$ have been estimated. In all equations estimated the constants have been excluded since they are not significantly different from zero. The number of lagged dependent variables used to obtain no serial correlation in the residuals varies between three and four-quarter periods.

The results in Table 2 suggest that the inflation equations can be explained satisfactorily by the lagged inflation in the first-difference as the main determinants for Malaysia. These results are consistent for all three methods used in deriving $v^*$, and also for all four monetary aggregates used to construct $p^*$. Although most of the price gap values correctly have a negative sign, they were insignificantly different from zero. In summary, the above results suggest that Malaysian monetary data do not support the Hallman et al. P-Star approach in modelling inflation in a developing country. The above results are in contradiction to the results obtained by Hoeller and Poret (1991) on the OECD countries. Hoeller and Poret employed the linear trend and the HP-filter to compute $v^*$ and $q^*$, and both methods fit the model quite well with the latter further improving the fit of the equations.

Nevertheless, the validity of the P-Star approach has been questioned on fundamental grounds. For instance, Tatom (1992) and Kool and Tatom (1994) have pointed out that the non-stationarity of the price gap is sufficient to

Table 2
Regression Results: F-Star Model Using Different Measures of Equilibrium Velocity

<table>
<thead>
<tr>
<th>Independent variables</th>
<th>Simple Linear Trend</th>
<th>Quadratic</th>
<th>Hodrick-Prescott Filter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M1</td>
<td>M2</td>
<td>M1</td>
</tr>
<tr>
<td>( P_{r,1} ) ( \rho_{d/1} )</td>
<td>0.0033 (0.3853)</td>
<td>0.0072 (0.5045)</td>
<td>-0.0289 (0.1702)</td>
</tr>
<tr>
<td></td>
<td>0.031 (0.5649)</td>
<td>0.050 (0.506)</td>
<td>0.062 (0.502)</td>
</tr>
<tr>
<td>( \Delta_{t,1} )</td>
<td>-0.793 (5.6251)**</td>
<td>-0.793 (5.626)**</td>
<td>-0.839 (5.6410)**</td>
</tr>
<tr>
<td></td>
<td>(5.6251)**</td>
<td>(5.626)**</td>
<td>(5.6410)**</td>
</tr>
<tr>
<td>( \Delta_{t,2} )</td>
<td>-0.384 (7.4663)**</td>
<td>-0.384 (7.466)**</td>
<td>-0.384 (7.466)**</td>
</tr>
<tr>
<td></td>
<td>(7.4663)**</td>
<td>(7.466)**</td>
<td>(7.466)**</td>
</tr>
<tr>
<td>( \Delta_{t,3} )</td>
<td>-0.230 (1.9503)**</td>
<td>-0.230 (1.950)**</td>
<td>-0.230 (1.950)**</td>
</tr>
<tr>
<td></td>
<td>(1.9503)**</td>
<td>(1.950)**</td>
<td>(1.950)**</td>
</tr>
<tr>
<td>( \Delta_{t,4} )</td>
<td>-0.107 (0.9298)</td>
<td>-0.107 (0.929)**</td>
<td>-0.107 (0.929)**</td>
</tr>
<tr>
<td></td>
<td>(0.9298)</td>
<td>(0.929)**</td>
<td>(0.929)**</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.435</td>
<td>0.435</td>
<td>0.435</td>
</tr>
<tr>
<td>SE</td>
<td>0.007</td>
<td>0.007</td>
<td>0.007</td>
</tr>
<tr>
<td>D.W.</td>
<td>2.04</td>
<td>2.04</td>
<td>2.04</td>
</tr>
<tr>
<td>LM(4)</td>
<td>6.362</td>
<td>6.588</td>
<td>6.208</td>
</tr>
<tr>
<td></td>
<td>[0.173]</td>
<td>[0.196]</td>
<td>[0.136]</td>
</tr>
</tbody>
</table>

Notes: SEE and D.W. denote the standard error of regression and Durbin-Watson statistic respectively. LM(4) is the Breusch and Godfrey's Lagrange Multiplier test for residual serial correlation of the fourth-order process. The LM Chi-square statistic for serial correlation with four lags, with four degrees of freedom at the 5 percent level is 9.46.

Numbers in parentheses ( ) and [ ] are respectively, t-statistics and p-values.

Astertisks (**) and (*) denote statistically significant at the five and ten percent level respectively.
invalidate the P-Star model approach. The non-stationarity of \( p-p^* \) implies that
the hypothesis that \( p \) tends to equal \( p^* \) in the long-run is rejected. For further
analysis, non-stationarity tests have been conducted on the price gap, \( p-p^* \),
using the standard augmenting Dickey-Fuller (ADF) test (Said and Dickey,
1984), and the results are presented in Table 3. The results indicate that the null
hypothesis of a unit root cannot be rejected for the majority of the monetary
aggregates used to construct \( p^* \) in Malaysia. Only in the case of Divisia M1 can
the null hypothesis of unit root be rejected.

Table 3
Results of the ADF Unit Root Tests for the Price Gap Series

<table>
<thead>
<tr>
<th>Price gap series</th>
<th>t_{ADF}</th>
<th>Lags</th>
<th>LM(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Simple linear trend</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simple-sum M1</td>
<td>-1.58</td>
<td>4</td>
<td>7.88</td>
</tr>
<tr>
<td>Simple-sum M2</td>
<td>-1.30</td>
<td>0</td>
<td>2.58</td>
</tr>
<tr>
<td>Divisia M1</td>
<td>-2.41</td>
<td>7</td>
<td>7.21</td>
</tr>
<tr>
<td>Divisia M2</td>
<td>-2.12</td>
<td>4</td>
<td>5.17</td>
</tr>
<tr>
<td>B. Quadratic trend</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simple-sum M1</td>
<td>-2.58</td>
<td>8</td>
<td>7.14</td>
</tr>
<tr>
<td>Simple-sum M2</td>
<td>-2.06</td>
<td>12</td>
<td>6.65</td>
</tr>
<tr>
<td>Divisia M1</td>
<td>-3.53*</td>
<td>5</td>
<td>4.03</td>
</tr>
<tr>
<td>Divisia M2</td>
<td>-2.70</td>
<td>4</td>
<td>4.85</td>
</tr>
<tr>
<td>C. Hodrick-Prescott filter</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simple-sum M1</td>
<td>-2.51</td>
<td>8</td>
<td>7.53</td>
</tr>
<tr>
<td>Simple-sum M2</td>
<td>-3.38</td>
<td>4</td>
<td>5.77</td>
</tr>
<tr>
<td>Divisia M1</td>
<td>-3.79*</td>
<td>5</td>
<td>4.37</td>
</tr>
<tr>
<td>Divisia M2</td>
<td>-2.88</td>
<td>4</td>
<td>5.23</td>
</tr>
</tbody>
</table>

Notes: The relevant tests are derived from the OLS estimation of the following aug-
mented Dickey-Fuller (ADF) regression:

\[
\Delta y_t = a + b t + \beta y_{t-1} + \sum d y_{it} + \nu_t
\]

where \( \Delta \) is the difference operator, \( t \) is a linear time trend and \( \nu \) is the disturbance term.

The hypothesis that a series contains a unit root is tested by \( H_0: \beta = 0 \) while the
hypothesis that the series is non-stationary with a stochastic trend rather than a
deterministic time trend is tested by \( H_1: \beta = -1 \). Rejection of the latter hypothesis suggests
the existence of a deterministic trend. \( \tau \) is the \( t \)-statistics for testing the significance
of \( \beta \) when a time trend is included in the above equation. In determining the lag length
\( n \), we started with one lagged regressor, and proceeded by adding an extra lagged term
to the regression until the \( t \)-statistic on the last lagged term was greater than 1.6
(approximately the 10% critical critical bound) and the error was white noise. If the error was not white noise the process was repeated by adding another lagged term until the t-statistic on the last lagged coefficient was greater than 1.6 and the error was checked for white noise. LM(4) is the Breusch and Godfrey's Lagrange Multiplier test for residual serial correlation of the fourth-order process. The calculated statistics are those computed in Mackinnon (1991). The critical value at 5 percent for T = 50 is -3.49 for \( t \). The LM Chi-square statistics for serial correlation with four lags, with four degree of freedom at the 5 percent level is 9.48. Asterisk (*) denotes statistically significant at the five percent level.

**CONCLUSION**

Since the work of Hallman et al. (1989) on the use of the P-Star approach for modelling inflation for the United States, there has been widespread application of the P-Star model in other developed countries. Except for a study by Corker and Haas (1991) for South Korea, the applicability of the P-Star model approach for the developing countries has received less attention among researchers. Therefore, the objective of this paper has been to investigate the robustness of the P-Star model approach in determining inflation in a developing country, in this case, Malaysia.

In this study, the Divisia monetary aggregates (both narrow and broad measures) have been introduced as alternatives to the conventional Simple-sum aggregate in calculating \( p^* \). Furthermore, the simple linear trend, the quadratic trend and the Hodrick-Prescott filter approaches have been employed to derive the equilibrium velocity and potential output. Generally, the results suggest that Malaysia's monetary data do not support the P-Star model approach in modelling inflation.

The above results have at least two important implications on the study of inflation in Malaysia. First, inflation in Malaysia could be adequately modelled using more determinants than the one suggested by the P-Star approach. Government expenditure, interest rates, wages and salaries, imports, exchange rate and other factors could play important roles in affecting inflation in Malaysia. Incorporating the role of expectations in modelling inflation, however, could further complicate the issue. Second, the P-Star model approach is appropriate if the properties of the time series have been checked before proceeding to further analysis. This has been the approach taken by Corker and Haas (1991) who estimated a velocity function in testing the usefulness of the P-Star model for South Korea. The relationship between income velocity and interest rate was tested for co-integration and the residuals from the co-integrating regression were used as the velocity gap, \( v-v^* \), in the calculation of the price gap, \( p-p^* \). In this respect, the latter approach in modelling inflation for Malaysia is under investigation.
ENDNOTES

1. See also Kydland and Prescott (1990).
2. The HP-filter has been criticised on several grounds, which among others are (a) the computation of the trend component is sensitive to the choice of k, (b) the filter can alter the properties of the series, (c) the filter can lead to spurious cyclical behaviour and (d) the filter can generate business cycle dynamics even if none are present in the original series. See for example King and Rebelo (1993), Jaeger (1994) and Cogley and Nason (1995). Given these strictures, we emphasise that our use of the filter is purely for exploratory purposes.
3. Barnett (1980) stresses that Divisia monetary aggregates is an appropriate measure of monetary services. Barnett and Spindt (1982) have provided a 'Divisia Cookbook' index for the computation of a Divisia aggregate.
4. Furthermore, the use of export will minimise any spurious results that will arise when using income that had been generated using some interpolation technique. Nevertheless, one has to be cautious when interpreting the results.
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