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ABSTRAK

Capaian maklumat yang berkesan merupakan keperluan utama pengguna
maklumat. Hal ini kerana limpahan maklumat menyebabkan enjin carian
maklumat semasa sukar untuk mencapai dan menyaring maklumat yang
relevan dengan keperluan pengguna. Oleh itu, kertas kerja ini membincangkan
aplikasi kepintaran buatan dalam bidang capaian maklumat. Penggunaan
teknik kepintaran buatan dalam capaian maklumat akan menghasilkan sistem
capaian maklumat pintar yang dapat membantu dan memudahkan carian
maklumat. Selain itu, model bagi sistem capaian maklumat pintar juga turut
dibincangkan.

Kata Kunci: Kepintaran Buatan, Capaian Maklumat Pintar, Enjin Carian.

ABSTRACT

Effective information retrieval is a major requirement for most users. This is
because too much information limits the current search engine capability in
filtering the document. Therefore, this paper discussed the applications of
Artificial Intelligence in information retrieval system. The application of
Artificial Intelligence techniques in information retrieval will produce an in-
telligent information retrieval system to enhance the retrieval processes. In
addition, a model for intelligent information retrieval system is also discussed.

Key Words: Artificial Intelligence, Intelligent Information Retrieval, Search
Engine.



. Pencarian maklumat lebih interaktif dan pengguna boleh
menentukan penyusunan hasil carian berdasarkan kepada
penilaian pengguna.

Kertas kerja ini membincangkan penggunaan teknik kepintaran buatan
dalam pembangunan sistem capaian maklumat iaitu rangkaian neu-
ral, logik kabur, algoritma genetik, agen pintar, sistem pakar,
perlombongan data, pembelajaran mesin dan pemprosesan bahasa
tabii. Selain itu, model sistem capaian maklumat pintar turut
dibincangkan.

TEKNIK KEPINTARAN BUATAN DALAM CAPAIAN
MAKLUMAT

Kepintaran Buatan atau Artificial Intelligence (AI) merupakan salah satu
cabang sains komputer yang dibangunkan berdasarkan kepada ciri-
ciri kepandaian manusia. Al boleh didefinisikan sebagai kebolehan
untuk memahami, memikir, menangani, kecepatan dalam
pembelajaran, berakal, kebolehan untuk memilih dan menyesuai,
pandai dan juga pengambilan maklumat (Marzuki, 1994). Pelbagai
teknik dalam Al telah dibangunkan dengan mengadaptasikan ciri-ciri
kepintaran manusia seperti Rangkaian Neural, Logik Kabur, Algoritma
Genetik, Perlombongan Data, Pembelajaran Mesin dan Pemprosesan
Bahasa Tabii.

Kajian menunjukkan penggabungan antara teknik capaian maklumat
semasa dengan teknik Al dapat menghasilkan keputusan yang lebih
baik. Bhandarkar ef al., (1989) misalnya menyatakan bahawa capaian
dan klasifikasi maklumat menggunakan teknik AT memberikan hasil
yang lebih cekap. Bhandarkar et al. menilai penggunaan Al dalam
proses pengkategorian dan capaian dokumen. Penggunaan teknik Al
didapati boleh meningkatkan potensi dalam capaian maklumat.
CODER (France and Fox, 1998) pula merupakan salah satu kajian yang
mengaplikasikan teknik Al untuk meningkatkan keberkesanan sistem
capaian maklumat. Tumpuan diberikan kepada menganalisis
perwakilan dokumen yang berbagai-bagai jenis seperti email atau
mesej yang bervariasi dari segi gaya, panjang, topik dan struktur.

Chen (1995) pula membuat tinjauan terhadap beberapa teknik Al iaitu
Rangkaian Neural, Pembelajaran Simbolik dan Algoritma Genetik
dalam sistem capaian maklumat. Chen berpendapat bahawa
penggunaan Al dalam capaian maklumat dapat membuka lebih
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Walau bagaimanapun, kajian yang dilakukan oleh Fabio Crestani dari
Universita’ di Padova, Itali menunjukkan hasil yang negatif (Crestani,
1993a, Crestani, 1993b, Crestani, 1994) iaitu NN tidak dapat belajar
dan mengitlakkan ciri-ciri pengetahuan dalam aplikasi domain
berkaitan. Crestani (1995) pula mencadangkan kajian semula ke atas
reka bentuk NN dan algoritma pembelajaran yang digunakan.
Penyelidik mendapati kegagalan ini bukan sahaja disebabkan oleh
jumlah maklumat yang dimasukkan ke dalam sistem terlalu besar
tetapi juga corak data input yang mengelirukan Kebanyakkan input
data yang sama didapati mempunyai target yang berbeza. Oleh sebab
itu, rangkaian terpaksa belajar menyesuaikan corak input dengan tar-
get. Keadaan ini menyukarkan NN untuk belajar dan menyebabkan
rangkaian terkeliru. Kekangan yang dihadapi oleh Crestani adalah
disebabkan oleh input data dan bukannya disebabkan oleh NN atau
algoritma pembelajaran yang digunakan. Hal ini adalah kerana corak
input yang sama dan target yang berbeza juga boleh mengelirukan
manusia.

Kajian oleh Nur Izura ef al. (1997) mengenengahkan penggunaan
rangkaian Counterpropagation bagi capaian maklumat dari pangkalan
data. Rangkaian ini merupakan gabungan antara dua pendekatan yang
berbeza iaitu pendekatan Kohonen dan Grossberg. Kohonen
merupakan pendekatan tak selia, manakala Grossberg pula merupakan
pendekatan terselia. Kajian tersebut mendapati pendekatan yang
digunakan berjaya mengecam data daripada pangkalan data dengan
ketepatan yang lebih daripada 70 peratus bergantung kepada
peratusan kecacatan input data (noise).

Keupayaan NN untuk belajar dan mengklasifikasikan corak tanpa selia
juga merupakan satu kelebihan NN berbanding teknik lain. Rangkaian
Self Organizing Map (SOM) merupakan rangkaian tanpa selia yang
popular dan sering digunakan dalam pelbagai aplikasi. Sarjon dan
Md. Nor (2001) mengaplikasikan WEBSOM iaitu satu pendekatan
capaian maklumat berasaskan SOM bagi menyusun dan mencapai
balik dokumen dari koleksi dokumen. WEBSOM berupaya untuk
memetakan, memberikan gambaran ringkas tentang koleksi dokumen
dan menyediakan kemudahan untuk pencarian interaktif. Dengan
menggunakan kaedah ini dokumen dapat disusun berdasarkan kepada
kesesuaian kandungan dokumen tersebut. Penyelidikan terhadap
penggunaan WEBSOM telah dipelopori oleh WEBSOM Research
Group' yang diketuai oleh Teuvo Kohonen®. Penggunaan dan aplikasi
pendekatan tersebut telah dibincangkan dalam pelbagai kertas
penyelidikan; antaranya ialah Lagus (2000), Kohonen (1997), Lagus
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Agen Pintar

Agen pintar merupakan salah satu teknik Al yang sering mendapat
perhatian penyelidik. Jansen (1996) mendefinisikan agen sebagai
sebuah perisian komputer yang mengimplementasikan matlamat
pengguna. Moukas (1996) pula mendefinisikan agen sebagai program
separa-pintar yang membantu pengguna melakukan operasi yang
berulangan dan memakan masa yang banyak. Oleh itu, agen boleh
ditakrifkan sebagai perisian komputer yang dibangunkan bagi
membantu pengguna mencapai matlamat yang sukar dicapai melalui
kaedah biasa. Agen pintar pula boleh didefinisikan sebagai agen yang
mempunyai ciri-ciri kepintaran. la merupakan pendekatan interaktif
bagi membantu pengguna menggunakan dan membuat carian
maklumat. Pendekatan ini juga akan meningkatkan keupayaan enjin
carian semasa (Jansen, 1996). Kejayaan penyelidikan dalam bidang ini
boleh dinilai melalui pembangunan beberapa prototaip seperti IfWeb
dan CiF1.

Agen juga boleh dilatih berdasarkan kepada maklum balas daripada
pengguna. Balabanovic dan Shoham (1995) membangunkan agen yang
berupaya untuk mencadangkan senarai dokumen kepada pengguna
dan belajar daripada maklum balas pengguna. Seterusnya, agen
tersebut akan memperbaharui senarai cadangannya apabila pengguna
memasuki semula sistem tersebut. Keupayaan agen untuk belajar telah
dan cuba diaplikasikan oleh ramai penyelidik lain. Pazzani ef al. (1995)
mengenengahkan pembangunan agen pintar yang mempunyai
kebolehan untuk mencari maklumat di WWW dan mencadangkan
halaman yang mungkin sesuai dengan pengguna. Agen tersebut belajar
dengan menganalisis hiperhubungan yang dicapai oleh pengguna.
Berdasarkan kepada hiperhubungan tersebut agen akan memberikan
senarai cadangan dokumen yang berkaitan. Melalui kaedah ini juga,
agen akan mengenalpasti dan mempelajari profail pengguna dan
menentukan maklumat yang mungkin diperlukan oleh pengguna.
Azman et al. (2001) juga menggunakan profail pengguna sebagai
sumber pengetahuan kepada agen yang dibangunkan. Izhar et al. (2001)
pula mencadangkan penggunaan agen peribadi bagi membantu
pengguna membuat carian dengan lebih interaktif. Agen tersebut akan
membuat carian berdasarkan kepada keperluan pengguna dan
merekodkan setiap capaian pengguna bagi tujuan rujukan akan datang,
Contoh agen peribadi ialah Amalthaea (Moukas, 1996).

Di samping itu, terdapat banyak lagi agen pintar yang dibangunkan
dengan menggabungkan atau mengaplikasikan pendekatan lain bagi
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berpendapat bahawa pemprosesan bahasa tabii sebenarnya kurang
berkesan terutama apabila penumpuan yang lebih diberikan untuk
mencapai indeks dan perwakilan pertanyaan yang baik. Hal ini kerana
penggunaan pendekatan lingualistik biasa tidak dapat meningkatkan
ketepatan capaian maklumat. Oleh itu, usaha sedang ditingkatkan bagi
mencari strategi yang terbaik untuk meningkatkan penggunaan NLP
dalam capaian maklumat. Strzalkowski et al. (1996) juga melaporkan
bahawa kajian awal mereka menunjukkan peningkatan yang menarik.

NLP merupakan teknologi pelengkap kepada kebanyakkan sistem
yang melibatkan interaksi di antara pengguna dengan sistem.
Lazimnya, keupayaan komputer untuk memahami dan menterjemah
keperluan pengguna agak terhad. Hal ini kerana komputer dicipta
hanya untuk memahami isyarat ringkas iaitu 0 atau 1 sahaja.
Penggunaan NLP membolehkan pengguna berinteraksi dengan sistem
dalam bentuk yang lebih mudah. Askjeeves.com (hitp://
www.askjeeves.com/) misalnya, merupakan antara enjin carian maklumat
yang mengimplementasi teknik NLP dalam pencarian maklumat.
Pengguna dibenarkan memasukkan pertanyaan dalam bentuk teks
selain daripada penggunaan kata kunci biasa.

Croft dan Lewis (1987) menggunakan pendekatan NLP bagi
memadankan pertanyaan pengguna dengan maklumat yang disimpan.
Dalam kajian tersebut, NLP digunakan bagi membentuk “conceptual
case frames” dan perbandingan dibuat antara model tersebut dengan
dokumen yang disimpan. Pelbagai pendekatan telah digunakan bagi
mengimplementasi NLP dalam capaian maklumat. Feinstein et al,
(1997) misalnya menggunakan teknik ‘Shallow Parsing’ bagi menyusun
dokumen di web berasaskan kepada kombinasi tiga teknik iaitu
sintaktik parsing, heuristik dan statistik. Fokus kajian mereka ialah
untuk menyusun halaman yang bersesuaian dengan kehendak
pengguna.

Sistem Pakar

Sistem pakar merupakan salah satu daripada teknik Al yang paling
mendapat perhatian terutama dalam bidang penyelesaian masalah.
Sistem pakar menggunakan perwakilan pengetahuan berdasarkan
pengetahuan pakar atau domain expert dalam satu bidang lapangan
khusus. Pengetahuan pakar tersebut diwakilkan dalam sistem dan
akan digunakan sebagai rujukan apabila pengguna menggunakan
sistem tersebut. Antara kajian awal penggunaan sistem pakar dalam
capaian maklumat ialah Watters et al. (1987). Beliau menggunakan
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menggunakan pengetahuan tersebut bagi menyelesaikan masalah
yang lain. Berdasarkan kepada maklumat terkini yang diperoleh,
komputer akan belajar corak masalah tersebut dan mengemaskini
pangkalan pengetahuannya. Bloedomn ef al. (1996) menggunakan
teknik pembelajaran mesin bagi membangunkan sebuah sistem untuk
menjana profail pengguna yang mudah difahami dan dapat
mengenalpasti keperluan pengguna melalui interaksi yang minimum
dengan pengguna. Selain itu, Reinforcement Learning, iaitu salah satu
daripada teknik pembelajaran mesin telah diimplementasi dalam
Cora.whizbang.com (McCallum et al., 2000).

METODOLOGI KAJIAN

Penyelidikan ini melibatkan empat fasa iaitu pemilihan dan perwakilan
attribut, penentuan parameter NN, implementasi pendekatan NN dan
pembangunan prototaip. Sehubungan dengan itu, sebanyak lapan
attribut telah dipilih iaitu URL, tajuk dokumen, abstrak, kata kunci,
pengenalan, kandungan, kesimpulan dan bibliografi (Fadhilah and
Fadzilah, 2001). Attribut tersebut diwakilkan ke dalam bentuk binari
iaitu 1 atau 0. Bagi tujuan latihan dalam NN, beberapa parameter
ditentukan iaitu bilangan unit tersembunyi, benih pemberat yang
terlibat, kadar pembelajaran dan momentum. Attribut kemudiannya
dimasukkan ke dalam rangkaian dan dilatih bagi menghasilkan
pemberat, iaitu pengetahuan yang akan digunakan oleh prototaip
sistem capaian maklumat.

MODEL SISTEM

Penyelidikan ini ditumpukan kepada carian maklumat dalam bentuk
teks. Oleh itu, beberapa attribut telah dikenal pasti (Rajah 1). Kesemua
attribut tersebut merupakan perwakilan unik bagi keseluruhan
dokumen. Selain itu, attribut lain seperti nama pengarang, tahun
penerbitan, dimana dokumen tersebut diterbitkan dan jenis dokumen
juga boleh digunakan untuk menentukan kerelevanan sesuatu
dokumen. Hal ini kerana maklumat tersebut mempunyai perkaitan
sama ada secara langsung atau tidak langsung dengan dokumen
tersebut.

Pembangunan Prototaip dibahagikan kepada dua peringkat utama

iaitu pembangunan enjin carian ringkas dan implementasi rangkaian
rambatan balik sebagai agen maklum balas (Rajah 2). Enjin carian
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Implementasi rangkaian rambatan balik merupakan aplikasi tambahan
utama kepada prototaip enjin carian maklumat ringkas yang
dibangunkan pada peringkat awal (Rajah 3). Aplikasi ini bertujuan
untuk meningkatkan keupayaan enjin carian tersebut menilai
dokumen yang dipulangkan kepada pengguna. Aplikasi ini terbahagi
kepada dua bahagian iaitu simulator rangkaian rambatan balik atau
Backpropagation Simulator (BPSim) dan bahagian aplikasi rangkaian.
BPSim dibangunkan secara berasingan dan digunakan untuk belajar
corak data bagi menentukan nilai kerelevanan. Hasil daripada latihan
tersebut iaitu pemberat (berfungsi sebagai pengetahuan kepada enjin
carian) akan disimpan dan digunakan dalam aplikasi rangkaian.
Bahagian aplikasi rangkaian dibangunkan dan “dipasang” dalam
prototaip enjin carian. Fungsi utama bahagian ini ialah untuk mengira
nilai kerelevanan setiap dokumen yang dipulangkan oleh sistem
berdasarkan kepada pengetahuan yang telah disimpan (pemberat).
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memainkan peranan penting dalam menghasilkan enjin carian pintar.
Enjin carian pintar lazimnya mempunyai kelebihan berbanding enjin
carian biasa seperti dalam pencarian dan capaian maklumat,
pemadanan dokumen dengan kata kunci dan perwakilan semula
dokumen.

Model sistem capaian maklumat pintar yang dibincangkan di atas
merupakan satu contoh aplikasi teknik AI iaitu NN dalam sistem
capaian maklumat. Prototaip bagi model tersebut masih dalam
pembangunan dan dijangka akan dapat membantu meningkatkan
capaian maklumat veng relevan.

ENDNOTES

1. WEBSOM Research Group (http://websom.hut.fi/websom)
merupakan sebahagian daripada Neural Networks Research
Centre (NNRC) dari Helsinki University of Technology (HUT).

2. Teuvo Kohonen merupakan salah seorang penyelidik yang aktif
dalam bidang Rangkaian Neural. Beliau adalah individu yang
bertanggungjawab memperkenalkan Rangkaian Kohonen.
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