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ABSTRACT

In IoT environment applications generate continuous non-stationary 
data streams with in-built problems of concept drift and class imbalance 
which cause classifier performance degradation. The imbalanced data 
affects the classifier during concept detection and concept adaptation. 
In general, for concept detection, a separate mechanism is added in 
parallel with the classifier to detect the concept drift called a drift 
detector. For concept adaptation, the classifier updates itself or trains a 
new classifier to replace the older one. In case, the data stream faces a 
class imbalance issue, the classifier may not properly adapt to the latest 
concept. In this survey, we study how the existing work addresses the 
issues of class imbalance and concept drift while learning from non-
stationary data streams. We further highlight the limitation of existing 
work and challenges caused by other factors of class imbalance along 
with concept drift in data stream classification. Results of our survey 
found that, out of 1110 studies, by using our inclusion and exclusion 
criteria, we were able to narrow the pool of articles down to 35 that 
directly addressed our study objectives. The study found that issues 
such as multiple concept drift types, dynamic class imbalance ratio, 
and multi-class imbalance in presence of concept drift are still open for 
further research. We also observed that, while major research efforts 
have been dedicated to resolving concept drift and class imbalance, 
not much attention has been given to with-in-class imbalance, rear 
examples, and borderline instances when they exist with concept drift 
in multi-class data. This paper concludes with some suggested future 
directions.

Keywords: Concept Adaptation, Concept Drift, Class Imbalance, 
Data Streams, Non-stationary.

INTRODUCTION

In today’s ever-expanding world, enormous amounts of data have 
been created at a breakneck speed generally known as data streams. A 
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data stream is an endless sequence of data instances that continuously 
arrive over time (Margara & Rabl, 2019). The most difficult phase of 
this task is dealing with such a large volume of data and evaluating 
it. Sensor-based applications such as monitoring Remaining Useful 
Life in an industrial environment (Fauzi et al., 2019; Jayasinghe et 
al., 2018; Li et al., 2018), traffic congestion (Metz, 2018), weather 
prediction (Zhang et al., 2022), banking (Wang et al., 2021), the 
stock markets (Zhong & Enke, 2019), education (Pongpaichet et al., 
2020), telecommunications (Amin et al., 2019), healthcare (Fazal 
& Alotaibi, 2020), network data monitoring (Abbasi et al., 2021) in 
computer-based distributed applications all are common examples 
of applications that generate data streams. The data stream is non-
stationary which means its statistical properties change over time. 
This changing behaviour of data streams leads to a change in a concept 
known as concept drift; and a change in class distribution known as 
class imbalance (Ghazikhani et al., 2013; Khandekar & Srinath, 2020; 
Palli et al., 2022). In online machine learning environment where a 
machine learning model deals with continuous streaming data, when 
the concept of data D changes at a certain time T i.e., DT, the model M 
trained on old data DT-1 loses the classification performance for DT. To 
address this issue, either the existing model M need to be retrained on 
new data DT or an ensemble approach is used where a new model is 
trained on the latest data to overcome the concept drift. In both cases, 
if the latest data is imbalanced, the new model may not be properly 
trained for all classes. Due to the imbalanced data, it becomes biased 
towards the majority classes (Branco et al., 2016; Spelmen & Porkodi, 
2018). 

A phenomenon known as concept drift describes a circumstance in 
which the statistical properties of a target class fluctuate randomly 
over time. These modifications may be the result of changes in 
elements that cannot be easily quantified or identified. Mainly two 
types of concept drift exist, known as virtual drift and real drift 
(Agrahari & Singh, 2021), as illustrated in Figure 1. Virtual drift 
may be thought of as a shift in the conditional probabilities P(y|x), 
which means the change occurs only in the data distribution without 
affecting the class boundary. In the context of evolving data streams, 
if a new feature emerges or becomes more prevalent within a specific 
class, it can introduce a shift in the data distribution for that class. This 
shift might affect the model’s ability to accurately classify instances 
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within that class based on the existing set of features. Whereas the 
real drift can be thought of as a shift in the unconditional probability 
distribution P(x) that can affect the relationships between features 
and labels, potentially impacting the class boundaries learned by a 
model. Real drift can occur when there are shifts in the environment, 
user behaviour, or other external factors. The performance of a model 
(classifier) may be affected by both drift types at the same time or 
in distinct ways. In terms of time, according to Krawczyk and Cano 
(2018) a change in concept occurs in four different ways known as (1) 
sudden drift (2) gradual drift (3) incremental drift, and (4) reoccurring 
drift. 

In classification applications, the data is grouped into different 
categories generally called classes. An imbalance between the 
two classes occurs when one class, the minority group, contains a 
significantly a smaller number of samples than the other class, the 
majority group. For example, in a binary classification problem to 
predict whether an email is spam or not, if 90 percent of the emails 
are non-spam and only 10 percent are spam, there is a class imbalance 
ratio of 9:1 (majority class to minority class). Because of its greater 
prior probability, learners often overclassify the majority group when 
there is a class imbalance in the training data. As a result, incidents 
involving the minority group are misclassified more often than those 
involving the majority group (Branco et al., 2016; Spelmen & Porkodi, 
2018). The application may have binary-class data such as anomaly 
detection by Meseguer et al. (2010) or can have multi-class data such 
as identifying the type of brain tumor (Kumar et al., 2021). 

The classification of data can be simple if there are no overlapping 
samples, and no rare examples (samples) among the classes. In such 
datasets the class boundary or a hyperplane between the classes can 
easily be drawn. However, in case the data has issues of overlapping 
samples, rare examples, it become hard for a machine learning model 
to classify such data. The illustration of such simple and complex data 
scenarios is given in Figure 2.  Compared to the binary class data 
the classification of an imbalanced data stream with more than two 
classes is a highly troublesome job. With the same amount of data, the 
computational cost of solving a multi-class problem is often higher 
than that of solving a binary classification problem (Palli et al., 2022).
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Figure 1

Types of Drifts: Circles Represent Instances; Different Colours 
Represent Different Classes. (Gama et al., 2014) 

Figure 2

Class Imbalance Scenarios

Detecting and classifying time-changing concepts is very challenging 
for the classifier in the context of concept drift. A lack of predictability 
in the occurrence of concept drift results in a lack of capacity to 
train the classifier with such data, which in turn has an impact on 
performance (Karbasi, 2020; Palli et al., 2021). On the other hand, 
due to the class imbalance, it is very difficult for the classifier to 
learn tiny class events in cases of skew data or infrequent or uneven 
class distribution (Korycki & Krawczyk, 2021; Taha et al., 2021). In 
situations where both issues occur simultaneously, the classification 
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performance is more affected (Lu et al., 2020). The complex multi-
class imbalance with other factors such as class overlapping, and 
rare examples cause more difficulty in retraining the new classifier 
to address the changing behaviour of data (Brzezinski et al., 2021). 
During online learning, there are constraints of limited data, time, and 
memory for retaining the new model (Bahri et al., 2021).

Addressing the joint problem and keeping the model relevant to the 
most recent data many strategies are suggested in the literature. As 
the study proposed by Li et al. (2020) suggested Dynamic Updated 
Ensemble (DUE) which addresses class imbalance and concept drift in 
streaming data. Numerous potential classifiers are weighted piecewise 
for each block. The worst-performing classifiers are eliminated when 
the ensemble size exceeds a certain threshold. In situations where the 
minority and majority classes are switched, bagging is used to balance 
the training set for candidate classifiers. Each block has numerous 
candidate classifiers weighted piecewise. When the ensemble size 
reaches a predetermined threshold, the worst-performing classifiers 
are discarded. Bagging is used to balance the training set for candidate 
classifiers when the minority and majority classes are shifted. An 
offline classifier-based ensemble learning model was presented by Lin 
et al. (2019) for use in condition-based maintenance in manufacturing. 
The suggested paradigm consists of three stages: ensemble learning, 
concept drift identification, and concept drift adaptation. Before they 
started oversampling the minority class, they used dynamic methods 
like AdaBoost.NC and Synthetic Minority Over-sampling Technique 
(SMOTE) to train the model. Second, the concept drift was found 
using the Linear Four Rates (LFR) technique. Lastly, a new classifier 
is created to adapt to the new concept. Concept Drift Detector and 
Resampling Ensemble (CDRE) was proposed as a method for dealing 
with concept drift and multiclass imbalance in a study (Vasantha 
et al., 2019). In case the latest minority samples are not sufficient, 
the system keeps the old ones around for resampling. As a means of 
detecting new and missing classes, or concept drift, it compares the 
total number of classes present in the most recent and previous data 
streams. If none of the examples match the saved samples, it issues a 
warning. If there is concept drift, it saves those instances, and if more 
come later, it does ensemble classification and replaces the faulty 
classifier with a better one. 
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Keeping the importance of class imbalance and concept drift and 
their difficulty factors in view, this study is conducted to uncover the 
existing work to find the techniques used to address the joint issue 
of imbalanced data and concept drift in streaming data. The existing 
reviews are either limited to one problem only or mostly focused on 
concept drift and slightly discuss the class imbalance.

RELATED WORK

The class imbalance and concept drift are mainly studied separately as 
a result their standalone solution is proposed. In the context of online 
learning of non-stationary data streams where data is non-static, both 
issues can arrive together. Hence, in the last few years, this joint issue 
got intention from the research community and different solutions 
were proposed to address the joint issue while learning from the data 
stream. A survey conducted by Agrahari and Singh (2021) highlights 
the existing drift detection methods and their limitations. The study 
conducted by Lu et al. (2019) provides detailed insights about concept 
drift levels and the drift handling techniques for each level. The study 
also discusses potential research areas to work on, one among those is 
the issue of class imbalance along with concept drift. The systematic 
review conducted by Kaur et al. (2019) investigates the challenges 
faced by the machine learning model while learning from imbalanced 
data. 

A critical review on the adverse effects of concept drift on machine 
learning was conducted by Jameel et al. (2020), the focus of their 
study was limited to concept drift only. Another systematic review 
was conducted in Kolajo et al. (2019) with a focus on big data stream 
analysis. Although the study was conducted on stream analysis in 
general, it was limited to technologies and methods used for big 
data stream learning and their limitations. A more recent survey was 
conducted by Han et al. (2022) on active and passive drift detection 
methods. The study further experimentally compared the performance 
of the drift detection methods. To the best of our knowledge, there 
is no other systematic review focused mainly on both the concept 
drift and class imbalance issues. Therefore, this study is focused to 
investigate how to detect concept drift in imbalance non-stationary 
data streams and adapt the machine learning model in presence of 
class imbalance. The summary of related work is presented in Table 1.
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Table 1 

Related Work Summary

Ref Study Type DS CD CI Year
Kolajo et al. (2019) Systematic review √ x √ 2019

Lu et al. (2019) Review √ √ x 2019

Kaur et al. (2019) Systematic review x x √ 2019

Jameel et al. (2020) Review √ √ x 2020

Agrahari and Singh (2021) Review √ √ x 2021

Han et al. (2022) Survey √ √ x 2022

This study Systematic review √ √ √ 2024
DS= Data Stream, CD=Concept Drift, CI=Class Imbalance, Year=Year of Publication

It raises a fundamental question that what are effective methods for 
detecting and adapting to concept drift in imbalanced non-stationary 
data streams, considering the joint challenges of concept drift and 
class imbalance, and how do these methods compare in terms of 
performance and robustness? Therefore, this research question 
addresses the need to investigate methods that specifically target the 
simultaneous presence of concept drift and class imbalance in non-
stationary data streams. It also emphasises the importance of evaluating 
the performance and robustness of these methods to provide insights 
into their effectiveness in real-world scenarios.

METHODOLOGY

The systematic literature review (SLR) undertaken in this study is 
based on the principles published by Keele (2007), with the objectives 
of summarising the existing literature, constructing a qualitative 
synthesis, and extracting the information.

Need for Systematic Review

Over a while, various techniques have been proposed in the literature 
for learning from data streams. Learning from data stream faces two 
main issues which are concept drift and class imbalance. Different 
types of drift have different effects on learning model similarly 
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different factors of class imbalance cause also causes difficulty in 
concept detection and model adaptation. Most of the studies target one 
problem at a time. In recent years, different techniques are proposed 
to address the combined issue of class. This study investigates how 
to detect concept drift in imbalanced non-stationary data streams and 
adapt the machine learning model in presence of class imbalance.

Goals

The purpose of this research is to compile and analyse all high-quality 
and relevant prior research on learning from data streams when concept 
drift and class imbalance are present. In this study, we concentrate on 
finding publications that identify strategies for drift detection, class 
imbalance management, and drift adaptation. The studies designed 
for data stream mining with novel methodology examined. To achieve 
the overall goal of the survey, we investigate the latest literature to 
answer the following Research Questions (RQ). 

•	 RQ1. Which methods are used to detect concept drift in 
imbalanced data streams?

•	 RQ2. Which methods are used to address the class imbalance 
in drifting data streams?

•	 RQ3. Which methods are used to adapt to the changes in data 
streams?

Information Sources

The research articles on the subject were collected from Scopus, 
ACM digital library, and Web-of-Science databases. The keyword-
based search was performed on each database. The keywords were 
selected from the research questions. The core keywords used in our 
searching criteria were Data stream, non-stationary, online learning, 
drift, and imbalance.

Article Searching Mechanism

This section describes the process that was used to locate each article 
that was evaluated. The articles that were eventually published in 
journals were chosen from the electronic databases via the use of the 
conventional manual search strategy. As a result of this, the emphasis 
of our study is on three distinct areas, namely, data streams,  drift 
detection, class imbalance, and drift adaptation. Therefore, conference 
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papers were not included in our study. The rationale for this was 
that most of the time, conferences only consist of a small number 
of papers; as a result, these papers did not provide any new insights 
or specifics about the methodologies. Because data stream, concept 
drift, and class imbalance are the focus of our attention in this SLR 
research, our search string was designed to get the maximum number 
of full-length publications that were relevant to these topics as was 
practically feasible. We integrated several keyword combinations and 
other permutations by using the ‘OR’ and ‘AND’ operators in our 
search.

Inclusion and Exclusion Criteria

Selection of relevant literature containing fundamental studies which 
assist in answering the research objectives stated in the SLR, the 
inclusion and exclusion criteria were employed. Papers are only 
considered for inclusion in the present study if they meet one or more 
of the research goals. While searching and downloading the research 
articles from databases, we also applied the language filter and 
downloaded the literature published in English language only. The 
numerous inclusion and exclusion criteria that were used in this SLR 
investigation are shown in Table 2. 

Table 2 

Inclusion and Exclusion Criteria

Inclusion criteria Exclusion criteria
Articles are written in the 

English language
Articles are written in a language 

other than English
Published in the last five years Falls outside of the period
Address concept drift and class 

imbalance in data streams
Addresses only concept drift in data 

streams
Addresses only class imbalance in 

the data stream
Journal papers only Research publications other than 

journal

Data Collection

We obtained research journal articles from three widely accessed 
databases, namely Scopus, Web of Science, and ACM Digital Library. 
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1110 articles were the total result of combining the findings from 
all the databases. Following the removal of duplicate entries, there 
were 887 articles left. After going through the titles, analysing the 
abstracts, and conclusions, we came up with 89 papers that were 
relevant to our research. Thereafter, we studied the whole paper and 
picked 35 studies, which were read completely. We used the search 
technique as a foundation to utilise the Preferred Reporting Items for 
Systematic reviews and Meta-Analyses (PRISMA) criteria that are 
shown in Figure 3. The PRISMA flow diagram in Figure 3 provides 
information about the number of publications that were included and 
eliminated from this research, as well as the number of studies that 
were taken from published databases and extracted. The present study 
has outlined all the criteria that were used to determine the inclusion 
and exclusion of the studies. Lastly, Table 3 emphasises the overall 
number of publications that were found, evaluated, and ultimately 
determined to be appropriate for inclusion in this SLR research.

Figure 3

PRISMA Flow Diagram

 

Table 3  
 
List of final 35 Studies Selected for Analysis 

Study 
ID Ref 

Approach for 
Drift 

Detection 

Approach for 
Class Imbalance 

Handling 

Approach for 
Concept 

Adaptation 

S1 
Khandekar & 
Shrinath (2022) 

Error based SMOTE 
Ensemble 
Approach 

S2 
 Mansour et al. 
(2021) STEPD 

SMOTE with 
Glowworm Swarm 

Deep Learning – 
Bi-LSTM 
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RESULTS AND ANALYSIS

In this study, literature addressing the joint issue of concept drift 
and the class imbalance was examined. This study is focused on 
more recent work in the field and restricted to work published in 
the last five years i.e., from 2018 to 2022. After the systematic 
selection of papers, 35 studies were identified. Although S3, S12, 
and S18 do not address the class imbalance, still included because 
these studies address concept drift in streaming data. The year-
wise details are given in Figure 4. Only 3 research articles for the 
year 2018 were found from the selected databases. 6 for 2019, 8 for 
2020, and 2021, whereas 10 articles were found for the year 2022 
till 15th August. It can be seen in Figure 4; the joint issue of concept 
drift and class imbalance is getting more attention in recent years.

Figure 4

Number of Research Articles per year

RQ 1: Which methods are used to detect concept drift in 
imbalanced data streams?

The existing approaches which deal with concept drift are generally 
divided into two type types: Active approach and Passive approach 
(Heusinger et al., 2022). The active approach uses an explicit drift 

 
 
 
RQ 1: Which methods are used to detect concept drift in 
imbalanced data streams? 
 
The existing approaches which deal with concept drift are 
generally divided into two type types: 
 
Active approach and Passive approach (Heusinger et al., 2022). 
The active approach uses an explicit drift detection mechanism to 
detect the concept drift, while the passive approach continuously 
updates the existing model regardless of the occurrence of the 
drift. The traditional drift detection approaches consider that data 
is balanced, whereas in on-stationary environment data changes 
frequently so as a class imbalance. Therefore, the idea behind this 
question is to identify the drift detection methods which are 
proposed for data streams having class imbalance issues along 
with concept drift. 
 
Among the selected studies 34.28 percent used an ensemble 
approach to address the concept drift. An ensemble approach is a 
passive approach that mostly creates a new classifier for each new 
chunk of data and makes it part of the ensemble. It removes the 
classifier which is trained on old data using different approaches 
such as time decay. 25.71 percent of studies monitor the input 
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detection mechanism to detect the concept drift, while the passive 
approach continuously updates the existing model regardless of the 
occurrence of the drift. The traditional drift detection approaches 
consider that data is balanced, whereas in on-stationary environment 
data changes frequently so as a class imbalance. Therefore, the 
idea behind this question is to identify the drift detection methods 
which are proposed for data streams having class imbalance issues 
along with concept drift.

Among the selected studies 34.28 percent used an ensemble 
approach to address the concept drift. An ensemble approach is a 
passive approach that mostly creates a new classifier for each new 
chunk of data and makes it part of the ensemble. It removes the 
classifier which is trained on old data using different approaches 
such as time decay. 25.71 percent of studies monitor the input 
streams to detect the drift and the most common method was the 
use of sliding windows. Only 14.28 percent of studies addressed 
the concept drift based on the error rate of the classifier. Whereas 
22.86 percent of the studies used existing drift detection methods. 
From the existing drift detection methods, ADWIN proposed 
by Bifet and Gavalda (2007) was the most used method among 
the studies analysed in this work. Only one study, which is 2.85 
percent of the studies selected for the review, used the change in 
class imbalance to monitor the concept drift. The techniques used 
for drift detection in the studies analysed in this work are listed in 
Figure 5. The same are discussed in detail one by one in the sub 
sections below.

a.	 Ensemble approach 

The ensemble-based approach was applied to address concept drift 
by studies S4, S5, S16, S19, S20, S21, S22, S23, S24, and S28. In 
general, the ensemble approach works as a passive approach to deal 
with concept drift which means it does not use an explicit mechanism 
to detect the drift. It continuously updates the existing classifiers or 
trains a new classifier on the latest data to address the concept drift. 
Therefore, it is considered a drift adaptation technique, hence we will 
discuss it in more detail in the drift adaptation section.

b.	 Window-based approaches 

Store the latest streams for drift detection such as S12, S13, S17, 
S31, S20, and S35. These include a single window, and two parallel 
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windows to track old and new data. The window can be of fixed size, 
or its size can be changed dynamically. The resizable or adaptive 
window can increase and decrease its size based on the speed of the 
data. The main advantage of using a window-based approach is, it 
helps to buffer the latest data which may represent a new concept. 
In case a new concept does not fit into a single window, two parallel 
fixed or adaptive windows are applied. The window-based approach 
can be useful in detecting sudden drift. The drawback of the window-
based approach is, in case the data examples of the new concept are 
appearing slow i.e., the concept is changing gradually, this approach 
may not produce good results ref. Also, it requires more memory in 
case multiple adaptive windows or single long windows are used. 
The study S3 monitors the change in data distribution whereas S9 
monitors the changes in feature space. 

c. 	 Output-based approaches

Monitor the performance of the classifier, either in terms of a decrease 
in accuracy S18 or an increase in error rate S1. The output error is 
monitored using different approaches like tracking the simple average 
of the error S32, moving the average of the error S7, or identifying the 
data examples with high error. In case the performance of the classifier 
drops (or the error of the classifier is increased) to a certain level, it 
is considered that it is because of the concept change. The studies S2, 
S6, S10, S11, S13, S14, and S34 used existing drift detection methods. 
The ADWIN is the most frequently used method compared to other 
existing drift detection methods. Another important conclusion 
we draw from RQ1 is that most of the existing work is focused in 
detecting sudden and gradual drift type. Very little focus has been 
given to detect the reoccurring and incremental drift. The summary of 
the work in terms of addressing each drift type is given in Figure 6.
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Figure 5

Drift Detection Methods Used in the Studies

DDM=Drift Detection  
Method 

EDDM=Early Drift 
Detection Method

RDDM=Reactive Drift 
Detection Method

ADWIN=Adaptive 
Window

CSCD=Cumulative 
Sum Change Detector

STEPD=Statistical Test of 
Equal Proportions Detector

Figure 6
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RQ 2: Which methods are used to address the class imbalance in 
drifting data streams? 

In online learning, once the drift is identified, the model needs to be 
updated to adapt to the new concept. In case the data related to the 
new concept is imbalanced, the updated classifier will become biased 
towards the majority class. Therefore, a good approach is to address 
the class imbalance before updating the classifier. In this context, the 
research question aimed to identify the methods which are applied to 
address the class imbalance in the drifting data streams. 

Among the studies analysed in this work, most of the studies used a 
window-based approach to store the incoming data stream in a buffer 
and apply different techniques such as SMOTE and or its modified 
version to make a balanced training set. 

a. Window-based approach  

The window-based approaches store recent data to monitor the 
concept drift. The same approaches are used to store the data related 
to the minority class or create a window for each class. After the 
identification of drift, to update the existing model or create a new 
classifier for the latest concept, most of the studies use the data which 
is available in buffer memory (window) to create a training set. In 
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RQ 2: Which methods are used to address the class imbalance in 
drifting data streams?

In online learning, once the drift is identified, the model needs to be 
updated to adapt to the new concept. In case the data related to the 
new concept is imbalanced, the updated classifier will become biased 
towards the majority class. Therefore, a good approach is to address 
the class imbalance before updating the classifier. In this context, the 
research question aimed to identify the methods which are applied to 
address the class imbalance in the drifting data streams.

Among the studies analysed in this work, most of the studies used a 
window-based approach to store the incoming data stream in a buffer 
and apply different techniques such as SMOTE and or its modified 
version to make a balanced training set.

a.	 Window-based approach 

The window-based approaches store recent data to monitor the 
concept drift. The same approaches are used to store the data related 
to the minority class or create a window for each class. After the 
identification of drift, to update the existing model or create a new 
classifier for the latest concept, most of the studies use the data which 
is available in buffer memory (window) to create a training set. In 
this systematic review, 10 studies specifically used a window-based 
approach to store the most recent data stream and then applied a 
weigh-based approach to balance the data such as S2, S9, and S10. 
In the weight-based approach, higher weights are applied to minority 
class samples and small weights are applied to majority class samples 
to address the class imbalance issue. In some studies, the window is 
only used to store minority class samples which will be used to create 
the balanced training set for model retraining when drift is identified 
in S4, S20, and S22. Study S33 uses a single sliding window to store 
data related to all classes, whereas study S35 creates two fixed-sized 
windows to keep samples for minority classes and majority classes 
separately. S35 cannot be applied for multi-class data because it is 
purely designed for two-class data. The S33 can work for multi-class 
data, but storing data related to all classes on a single window, the data 
may not be equally represented for every class in a single window. 
Because for some classes, data may arrive frequently and for others 
may not. Another version of the window-based approach proposed 
by S6 and S7 is where a separate window is created for each class 
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to store the samples. Although it is a simple way to address the class 
imbalance issue but managing multiple windows required lots of 
resources and computations.

b.	 SMOTE and its variants 

Most of the studies either used SMOTE or proposed a modified 
version of SMOTE to balance the data stream. Although these studies 
did not specifically mention the use of memory windows in their 
work, somehow, they are using buffer memory to keep the latest 
data chunk and then applying SMOTE or its modified version to 
oversample the minority class data. Studies S1, S13, S17, S26, and 
S34 directly applied SMOTE to address without any modification. S2, 
S5, S11, S27, and S32 proposed modified SOMTE and then applied it 
to generate synthetic data for the minority class.

c.	 Bagging and boosting 

To address the class imbalance in online learning, few studies used 
a bagging-based approach to address the class imbalance issue by 
creating subsets of the data such as S16 and S29. The bagging-based 
approach works as an ensemble learning approach, it creates multiple 
subsets of the actual data and trains a separate classifier on each subset 
of data. The final output is selected based on a majority vote. Study 
S24 applies boosting approach to address the class imbalance. In 
both bagging and boosting approaches, the training set is divided into 
multiple subsets. These approaches can be good in batch processing 
where all data is available at the time of model training, but in an 
online learning environment where data is a continuous stream and 
can store very limited data in a buffer or window, it is hard to create 
multiple subsets from limited data. The techniques used for addressing 
the class imbalance in the studies analysed in this work are listed in 
Figure 7.
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Figure 7

Class Imbalance Handling Methods used in the Studies

RQ 3: Which methods are used to adapt to the changes in data 
streams?

The drift adaptation techniques are broadly categorised into two 
groups that are Blind and Informed (Gama et al., 2014). The blind 
drift adaptation methods are also called proactive approaches. 
The blind approach continuously updates the model on the latest 
data without using any explicit method to detect drift. In the blind 
proactive approach, the model is updated even if there is no change 
in the concept. The blind drift adaptation uses a fixed-size sliding 
window to keep the latest data examples for retraining the model 
periodically, such as S12, S13, S17, S20, S31, and S35. The informed 
drift adaptation approaches use explicit mechanisms to detect the 
drift. They react only when the explicit drift detection method signal 
for the drift. Once the drift detection method triggers a drift signal, 
either the existing model is fully replaced with a newly trained model, 
or it is updated on the latest data but keeps the old knowledge too such 
as S1, S6, S7, S10, S11, S14, S3, S2, S18, S26, S32, S33.  Following 
are the approaches which were used in the studies surveyed in this 
work to adapt the new concept.
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into multiple subsets. These approaches can be good in batch 
processing where all data is available at the time of model training, 
but in an online learning environment where data is a continuous 
stream and can store very limited data in a buffer or window, it is 
hard to create multiple subsets from limited data. The techniques 
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a.	 Ensemble approach

Among the studies analysed in this work, 65.71 percent use an 
ensemble approach to adapt to the new concept. An ensemble-based 
approach is consisting of multiple trained classifiers (Arabmakki et 
al., 2017; Khandekar & Shrinath, 2022; Liu et al., 2021; Palli et al., 
2023; Vafaie et al., 2020; Vasantha et al., 2019) when it receives a 
drift signal, the ensemble-based approach creates a new classifier and 
trains it on the latest data and adds it to the ensemble. It removes 
the classifier with poor performance. The common approach for 
discarding the classifier form ensemble is the weight-based approach.
Some studies apply higher weights to the best performing classifier 
and reduce the weights of the classifier with poor performance such 
as S21. Other studies assign higher weights to the classifier which 
is trained on the latest data and reduce the weights of the classifier, 
which is trained on older data like S4, S5, S16, S19, S20, and S28. In 
such a situation the final output is also achieved by either a voting-
based approach or the output of the classifier with the highest weights 
is considered.

b.	 Single classifier approach

The single classifier approach retrains the existing classifier on the 
latest data to adapt the new concept like S11 and S33. These approaches 
get the knowledge on the latest data and forget the knowledge learned 
from old data. The single classifier-based approach can be useful in 
addressing the sudden. This kind of approach struggles in adapting 
incremental drift where new concept gradually appears, and old 
concept gradually disappears. 

c.	 Deep learning

Deep learning is a subclass of machine learning that comprises neural 
networks (NN) with three or more layers. Deep learning does away 
with some of the conventionally required data pre-processing that 
is necessary for machine learning. These algorithms can take in and 
interpret unstructured data such as text and pictures, and they can also 
automate the extraction of features, which helps reduce the reliance 
on human specialists. Few of the studies analysed in this work used 
a deep learning-based model to adapt the concept drift. The study 
S35 used a fully connected Artificial Neural Network (ANN) as the 
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classifier to learn from the data streams.  Whereas S32 and S27 applied 
deep neural networks (DNN) for the prediction of the input streams. 
DNN is a multilayer feed-forward artificial neural network generally 
with multiple hidden layers, the model is updated on misclassified 
data when it receives a drift signal. The overall summary of these 
techniques is also presented in Figure 8.

Figure 8

Summary of Approaches used for Drift Adaptation in the Studies

DISCUSSION

In this survey, we investigated the studies which address the concept 
drift and class imbalance in online learning and adapt the model to 
the latest concept. Our focus was on identifying the techniques being 
applied to address the joint issue and keep the model updated. For RQ1, 
we saw that 28.57 percent of the studies use the ensemble approach, 
25.71 percent of studies use window-based approaches, 22.86 percent 
of studies use existing drift detection methods and 14.28 percent of 
studies addressed the concept of drift based on the error rate of the 
classifier. Only 2.85 percent of the studies selected for the review, 
used the change in class imbalance to monitor the concept drift. Most 
of the studies are focused on the only sudden and gradual drift. It 
is considered that the ensemble approach can cope with most of the 

 

 

DISCUSSION 

In this survey, we investigated the studies which address the concept 
drift and class imbalance in online learning and adapt the model to 
the latest concept. Our focus was on identifying the techniques being 
applied to address the joint issue and keep the model updated. For 
RQ1, we saw that 28.57 percent of the studies use the ensemble 
approach, 25.71 percent of studies use window-based approaches, 
22.86 percent of studies use existing drift detection methods and 
14.28 percent of studies addressed the concept of drift based on the 
error rate of the classifier. Only 2.85 percent of the studies selected 
for the review, used the change in class imbalance to monitor the 
concept drift. Most of the studies are focused on the only sudden and 
gradual drift. It is considered that the ensemble approach can cope 
with most of the drift types as it trains new classifiers for the latest 
data and keeps the classifiers that were trained on old data for a 
certain time. But once the old classifiers are removed, the recurrent 
concept cannot be identified. The ensemble size also has not been 
standardised meaning that we are not sure how many classifiers 
should be in the ensemble. In window-based approaches, the most 
critical thing is the size of the window regardless of whether it is 
fixed or sliding. The behaviour of the data stream is always different 
from one application to the other. 
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drift types as it trains new classifiers for the latest data and keeps the 
classifiers that were trained on old data for a certain time. But once the 
old classifiers are removed, the recurrent concept cannot be identified. 
The ensemble size also has not been standardised meaning that we are 
not sure how many classifiers should be in the ensemble. In window-
based approaches, the most critical thing is the size of the window 
regardless of whether it is fixed or sliding. The behaviour of the data 
stream is always different from one application to the other.

Therefore, identifying window size is not an easy task. As in window-
based approaches, concept drift is identified based on the statistical 
properties of the data distribution or dissimilarity of the new and old 
data. Although these approaches are good for the identification of 
virtual drift complex data streams with many features and multiple 
classes’ dissimilarity measurement become a challenging task. The 
pre-processing approaches such as feature selection can be useful 
in such cases. The feature selection should also be adaptive because 
the importance of the feature may change over time. The window-
based approaches also are unable to identify the real drift where 
data distribution remains the same but class boundary changes. The 
error-based approaches are good for the identification of real drift. 
The decrease in performance or increase in error rate monitors 
the classifier’s performance. This is the most traditional method 
for drift detection. These approaches are reactive, they adapt the 
classifier when the performance is decreased to a certain level. These 
approaches cannot be suitable for applications where we have less 
margin of error. Another common issue with these approaches is the 
selection of performance measures. 

There are different viewpoints on the selection of performance 
measures to detect the drift. S18 uses an accuracy metric to trigger 
drift alerts in case accuracy drops from a certain level, monitoring 
accuracy only cannot be a good choice in case data is imbalanced. 
S7 uses the moving average of output, S1 uses error variance, S33 
uses instances with high error, and S32 uses a confusion matrix to 
detect the concept drift. There is no consensus on the selection of 
performance measurement metrics for drift detection. However, we 
believe monitoring recall and precision for each class could give better 
results in identifying concept drift as well as change in imbalance 
ratio in case data is imbalanced. It will also help in identifying drift in 
multiple classes. 
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Much of the research examined in this article employs SMOTE to 
solve the issue of class imbalance in non-stationary data streams by 
producing synthetic data samples for the minatory class. SMOTE 
reduces overfitting caused by random oversampling by generating 
synthetic examples rather than replicating data examples. SMOTE 
also has the benefit of not losing any information when used, unlike 
undersampling methods. It is well known that SMOTE typically 
over-generalises the minority class, resulting in misclassifications for 
the majority class and affecting the model’s overall balance. When 
generating synthetic instances by taking each minority class sample 
and injecting synthetic examples, the SMOTE algorithm ignores the 
distribution of minority classes and latent noises in the data set.

The bagging and boosting techniques applied by Klikowski and 
Woźniak (2022) are a kind of ensemble approach. In online learning, 
generating multiple copies of the continuous data stream is quite 
challenging. The bagging and boosting-based classifiers may fail to 
adapt to the incremental and gradual drifts. The reason is both the 
concepts grow gradually, hence the data samples related to the new 
concept will be limited. If these limited samples of the new concept 
are divided into multiple subsets and a separate classifier is trained on 
each of the training subsets, none of the classifiers will adapt to the 
new concept. In such a situation it is better to use a simple ensemble 
approach such as training a single classifier on the latest data. The 
class imbalance issue should be addressed in a way that does not 
affect the learning ability of the classifier.

CONCLUSION

The concept drift and class imbalance are inbuilt problems of most 
real-time applications which generate non-stationary data streams. In 
this study, we performed a survey on the literature which addresses the 
joint problem. Our result shows that a total of 1110 research articles 
related to the joint issue were found on the keyword-based search. 
Among those only 35 studies were focused on addressing both issues. 
Our results show that the ensemble approach is considered the most 
common approach to address the challenges of non-stationary data 
streams. In the active learning approach, window-based approach 
is mostly used to detect the concept drift. Moreover, the ensemble 
approach is frequently used for drift adaptation once the drift is 
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detected, because of its flexibility of adding a new classifier to adapt 
the new concept wherever a change is identified. Whereas in passive 
learning approach, where there is no external mechanism for drift 
detection, again ensemble approach is widely applied to continuously 
update the classifier using the time decay mechanism to keep the new 
knowledge and forget the old one. Whereas for addressing the class 
imbalance issue, mostly existing data balancing approaches are used 
such as SMOTE or its variant. The non-stationary streaming data has 
different nature compared to the static or stationary data, therefore 
traditional methods which are designed for static data cannot produce 
satisfactory results. Although significant work is being done in this 
area still there are some challenges that need to be addressed.

Challenges and Future Direction

Although there quite some studies which are proposed to address the 
joint issue of concept drift and class imbalance for non-stationary data 
stream, still there are some challenges that need to be addressed.

•	 In the ensemble approach, every time a new classifier 
is created an old classifier is removed based on the 
performance of the weights-based method. The 
calculation of weights in changing environment may 
mislead and cause the removal of best performing 
classifier.

•	 Some studies apply weights on data instead of classifiers, 
these apply higher weights on the latest data samples 
and decrease the weight values of older data to give 
importance to the latest data. In such a scenario only 
the time factor is considered. The latest data may not 
always be useful it may have noise or corrupted data. 
Instead of relying on only time, other factors such as 
identifying useful features or valuable data samples may 
be considered.

•	 Defining window size for monitoring the latest data 
streams is still a challenge in case minority class samples 
do not frequently appear. This will affect the drift 
detection method if drift occurs in the minority class. In 
such a situation class imbalance addressing method will 
also be affected if the current window only contains the 
majority of class samples.
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•	 Error-rate-based drift detection methods monitor the 
performance of the classifier and trigger drift alerts in 
case of a drop in accuracy or an increase in error. The 
decrease in performance could be because of class 
imbalance without the concept change.   

•	 Multi-class imbalance in presence of concept drift is still 
a great challenge in online data stream learning. 

•	 Defining the size (number of classifiers) of an ensemble 
is also not consistent. 

•	 Selecting relevant features for measuring the similarity 
and dissimilarity among data items for drift detection 
remains a challenging task, especially when dealing with 
evolving high-dimensional data streams.

•	 In online machine learning environment, how a classifier 
can learn in case the data labels are delayed is still a 
challenge. 

•	 For non-stationary data stream classification, not only the 
classifier should be adaptive, but also the drift detector, 
as well as the class balancing technique, should also be 
adaptive so that they keep learning from the new data and 
updating themselves. We also believe that more attention 
is required to address the concept drift in the multi-class 
imbalance problem. It is also suggested that, while 
addressing the multi-class imbalance in streaming data, 
other class imbalance factors such as borderline data, 
rare examples, and outliers should also be considered.
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