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DURING election periods,
Malaysians incre

orms to {i
gﬁ?&% manifestos and

form opinions.

But many hesitate before post-
ing or sharing their views due
not only to concerns over offend-
ing others but also about wheth-
er their ideas will be carried,
restricted or quietly filtered out.

This raisés a constitutional

: if algorithms now shape
what we see and what remains
invisihle, what becomes of our
freedom to think, receive infor-
mation and choose?,

Today, automated systems
curate political news, rank com-
mentary and filter content
ammwmtmm

Content that provokes outrage
often travels further than content
that invites deliberation.

Civer time, citizens are nudged
into information bubbles and the

of ideas” risks
becoming a closed lane. Thisisno
longer
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fundamental legal principles.

eties lies the pri of legality.
Rules that affect rights should
be and
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standards are o , justifica-
This is why the idea of algorith-
' maters.
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In the public sphere, this can
influence what citizens perceive

as ate, which voices are

for appeal. Digital credit scoring
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may determine who receives an
opportunity and who is excluded
while the underlying criteria
remain undisclosed.

These situations raise issues of
procedural faimess, proportional-
ity and the right to explanation.

In ourmulticuliural context,
content touching on religion or
ethnicity may be downranked or
removed without transparent rea-

Users begin to self-censor out of
uncertainty. Freedom becomes

. cautious rather than confident.

Regulation by invisibility is stll
mguhﬁnnhmmmnut&msaf&
guards that law ordinarily

requires.

Moderation remains essential.

Societies must protect them-
selves inciternent, manip-
ulation and deliberate falsehoods.

However, moderation must
respect legal principles with clear
standards and consistent applica-
tion along with the possibility of
review.

When digital rules are hidden
inside proprietary systems, the
space for accountability narrows.

This is the ahead.

As public discourse migrates
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d decision-making systems

online, constitutinnal values must
migrate with it.

Algorithmic justice does not
reject innovation. It insists that
autemated power be exercised in
line with the rule of law.

Decisions that shape knowl-
edge, o and expression
should be open to scrutiny.

There must be ransparency
about how work, inde-
pendent oversight where appro-
priate, and meaningful remedies
when rights are affected.

Guarding freedom today is not
only about protecting the right to
:hpeak: it s also about protecting

e conditions under which peo-
ple think and decide.

if we fail to address the invisi-
ble governance of code, our choit-
es may remain free in theory but
conditioned in practice.

ess, fafrness
and a

ity is the (]
re genuine freedom

thought and choice in the digital

age. ’

DR HAFIDZ HAKIMI HARON
. Senior Lecturer
School of Law
‘Universiti Utara Malaysia




